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Abstract— At present, mobile charging stations (MCSs) are
taken as an important complement of fixed charging stations.
Currently, the strategy of MCSs is to move towards the electric
vehicles to be charged (EVCs) only after being requested.
To shorten the charging delay of EVCs and enhance the pro-
portion of charged EVCs, idle MCSs should actively move to
the areas with large potential charging demand rather than
remaining stationary. The distribution of idle MCSs in different
areas should be taken into account to prevent excessive idle
MCSs from moving into the same areas simultaneously. To this
end, we introduce the concept of charging demand force to
depict the potential charging demand of EVCs, and then pro-
pose the Placement Strategy for Idle Mobile Charging Stations
(PS-IMCS). In PS-IMCS, each idle MCS can measure the poten-
tial charging demand in neighboring areas through obtaining the
resultant force composed of attraction force and repulsion force,
and an MDP model is specially designed to make placement
decisions for idle MCSs. Extensive simulations and comparisons
demonstrate the performance superiority of PS-IMCS, i.e., the
charging delay of EVCs can be significantly shortened, and the
proportion of charged EVCs can be effectively enhanced.

Index Terms— Internet of Electric Vehicles, mobile charging
station, charging demand force, placements of idle MCSs.

I. INTRODUCTION

UE to the increasing shortage of fuel and the press-

ing need to relieve the atmospheric pollution, electric
vehicles (EVs) which are typically powered by batteries
have been popularized rapidly [1], [2]. EVs can realize the
vehicle-to-everything (V2X) communications with their wire-
less communication modules, and thus constituting an Internet
of Electric Vehicles (IoEV) [3] (Fig. 1).

The limited battery capacity of EVs is a bottleneck which
restricts the further popularity of EVs seriously, therefore pro-
viding convenient charging services is vital to EVs. At present,
the main charging solutions include fixed charging stations
(FCSs) and mobile charging stations (MCSs) [4], [5]. Com-
pared with FCSs, MCSs can provide more agile charging
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Fig. 1. An IoEV with mobile charging stations.

services with lower cost, since MCSs do not require the
deployment locations and can move freely. Currently, MCSs
(e.g., NIO Power, Porsche Turbo, and MOBI Charger) have
been gradually deployed in many cities as an important
charging solution [6].

Typically, when the state of charge (SOC) [7] of an EV
is lower than a threshold, the EV makes a charging request
to the neighboring idle MCSs. After receiving the charging
request, an idle MCS could move to charge the EV at a nego-
tiated charging position. To simplify the following description,
an EV to be charged by MCSs is referred to as an EVC.

MCSs are sparsely distributed in the road network (the
number of MCSs is much smaller than that of EVs), implying
that EVCs could be far away from idle MCSs when they make
charging requests, and the charging delay of EVCs could be
very large. Therefore, EVCs cannot be agilely charged by idle
MCSs, if idle MCSs move towards EVCs only after being
requested, i.e., idle MCSs should actively move to some new
positions for the future charging. This problem motivates us to
investigate the proper placements of idle MCSs, thus helping
MCSs to charge EVCs timely and increase the proportion of
charged EVCs.

For example, in Fig. 2 with an EVC and an idle MCS,
the EVC makes a charging request to the neighboring idle
MCSs when it detects a low SOC, and the EVC can be
rapidly charged if an idle MCS has moved close to the EVC
in advance.

Naturally, idle MCSs should actively move to the areas
with large charging demand (more EVCs and/or EVCs
requiring more electricity) rather than remaining stationary.
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Fig. 2. An MCS charges an EVC.

| / =
! ! Electron \
\ B EVi |
\ i b N /
- \éé g repuisi®” /(lé)/mlt\(ﬂ)gs)
\\> AJO/TCV‘ €
14 e \
s, g \
Proton
e
_(fdle MCS)

-

Fig. 3. The attraction force and repulsion force in nature.

The distribution of idle MCSs in different areas should be
taken into account to prevent excessive idle MCSs from
moving into the same areas simultaneously. Motivated by
the above considerations, the concept of charging demand
force is introduced to depict the potential charging demand
of EVCs. Specifically, the effects of neighboring EVCs and
idle MCSs on the potential charging demand around an idle
MCS are mapped into the attraction force and repulsion force,
respectively.

The attraction force and repulsion force are very common
in nature. The attraction force denotes the force drawing or
holding the particles together, and the repulsion force denotes
the force causing particles to repel one another. As shown
in Fig. 3, the charging demand relation between an idle
MCS and a neighboring EVC is assimilated to the attraction
force between a proton and an electron in nature, and the
charging demand relation between two neighboring idle MCSs
is assimilated to the repulsion force between two protons.

Moreover, a centralized method for the placement decisions
of idle MCSs is typically not feasible, because a centralized
method leads to extremely large communication overhead and
computational complexity. Thus, a distributed method for the
placement decisions of idle MCSs is more preferable.

In this paper, we propose a Placement Strategy for Idle
Mobile Charging Stations (PS-IMCS), where each idle MCS
can measure the potential charging demand in neighboring
areas through obtaining the resultant force composed of
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attraction force and repulsion force, and a Markov decision
process (MDP) model [8] is designed to make placement
decisions for idle MCSs.

The remainder of this paper is organized as follows:
Section II briefly surveys some existing related studies.
Section III provides a system model and problem formulation
for the problem of placements of idle MCSs. An MDP model
for solving this problem is proposed in Section IV, and
the Placement Strategy for Idle Mobile Charging Stations
(PS-IMCS) is presented in Section V. Section VI covers some
analyses on PS-IMCS, including the complexity, convergence,
and convergence rate. Extensive simulation results for perfor-
mance evaluation of PS-IMCS are reported in Section VII.
Finally, Section VIII concludes this paper.

II. RELATED WORK
A. Charging With Fixed Charging Stations

FCSs can provide the electricity replenishment for EVs at
fixed charging sites with some installed charging facilities.
EVs need to travel to FCSs for charging their batteries. The
key considerations for FCSs are twofold: optimal layout of
FCSs, and charging task arrangement.

The deployment of FCSs is quite costly, and thus the site
selections for the installations of FCSs are very important.
To minimize the deployment cost of FCSs and the charging
delay of EVs, some research has been conducted, such as [9]
and [10]. In [9], a bi-level optimization model is employed to
find a virtually-optimal charging station deployment, and thus
the installation cost and power losses are reduced. In [10], the
optimal sites of FCSs are identified according to the estimation
of the actual charging demand throughout the urban area. The
proposed method can reduce the waiting time, travel time, and
charging time of EVs. There are also some studies focusing
on the optimal number of FCSs which should be deployed,
such as [11] and [12].

As for the charging task arrangement, the major concern
is that how to schedule EVs to improve the charging effi-
ciency of FCSs. Due to the different charging demand during
different time intervals, some existing literatures investigate
the pricing strategies based on the interactions between EVs
and FCSs, and the typical works include [13], [14], where the
charging price is adaptively adjusted during peak hours and
off-peak hours. Reference [13] defines the price elasticity by
a linear demand-price function. The aggregated charging of
unoccupied EVs is scheduled in each parking lot to maximize
the charging profit, and the electricity consumption is paid
at the locational marginal price. To achieve the effective use
of FCSs, the dynamic pricing problem is formulated into
a mixed competitive-cooperative multi-agent reinforcement
learning task in [14]. A shared meta generator is provided
to generate individual customized dynamic pricing policies
for diverse agents, and hence the utilization of all FCSs is
improved.

B. Charging With Mobile Charging Stations

Due to the capability of mobility, MCSs can offer charging
services more agilely, and the number of deployed MCSs has
been increasing in recent years [15].
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MCSs can deliver the electricity from FCSs or power grid
to EVCs conveniently, and some research has been conducted.
For example, in [6] an intelligent mobile charging control
mechanism termed R-COST is provided for EVCs, by pro-
moting the charging reservations (service start time, expected
charging time, and charging location). Reference [16] presents
an optimization framework where an MCS can be dispatched
to an overloaded FCS to reduce the number of waiting EVs.
Some models or methods have been adopted to solve the
scheduling problem of MCSs, such as Stackelberg game [17],
and mixed integer optimization model [18]. A parallel mobile
charging service is proposed in [18] to schedule MCSs to
charge EVs at their parking spots, and each MCS is allowed to
charge multiple EVs simultaneously. Due to the heavy traffic
and the constraints of charging locations, an operational mode
through temporarily stationing MCSs at different places is
proposed in [19]. A dynamic charging scheduling scheme for
MCSs is given by [20] to realize the fast responses, reduce the
electricity consumption, and improve the charging efficiency.
Likewise, an assignment rescheduling mechanism of MCSs is
presented to reduce the charging expenses of EVs and enhance
the proportion of charged EVs [21]. In [22], the scheduling of
MCSs is modeled as an MDP problem which is solved by a
reinforcement learning method. Reference [23] investigates the
fleet management of electricity providers, and the minimum
number of electricity providers dispatched to serve the electric
vehicles is analyzed.

As a similar problem, the problem of relocating idle vehicles
has been studied. For example, [24] proposes a queueing-based
formulation to depict this problem in an on-demand mobility
service, and the proposed algorithm can reduce the relocation
cost largely. Specially, the projection from a continuously
updated vector field of taxi travel momentum to the points
of interest can be generated by [25]. For the vehicle-sharing
operations, a rebalancing policy using cost function approxi-
mation is presented in [26], and the cost function is modeled
as a p-median relocation problem with the minimum cost flow
conservation.

Typically, the destinations and future routes of EVs cannot
be provided to MCSs due to the privacy protection of EV
drivers. Thus, the unpredictability in the future movements of
EVCs makes MCSs difficult to quickly respond to the charging
requests of EVCs, which could lead to the long waiting time
and large charging expenses of EVCs. This issue has not been
considered in the above works.

C. Attraction Force and Repulsion Force

The attraction-repulsion model has been applied in some
research [27], [28], [29], [30]. In [27], Kang et al. investigate
an attraction-repulsion Keller-Segel system with a degrada-
tion source of a sub-quadratic power in a bounded domain.
In [28], a weighted superposition attraction-repulsion mecha-
nism based on meta-heuristic algorithm is proposed to achieve
a superior balance between solution accuracy and computa-
tional cost. Depending on the tendencies of attraction force and
repulsion force between members, [29] presents a performance
improvement for a flocking task with an unknown target zone.
Moreover, [30] gives a graph contrastive learning network

for unsupervised domain adaptive graph learning, which is
based on the concepts of attraction force and repulsion force.
An attraction force encourages the node features from two
domains to be largely consistent, whereas a repulsion force
ensures that the node features are discriminative to differenti-
ate the graph domains.

The attraction-repulsion model can depict the interaction
between charging demand and charging supply in areas over
time, and thus can measure the potential charging demand of
EVCs in future. At present, to the best of our knowledge, the
attraction-repulsion model has not been applied to measure
the potential charging demand of EVCs and help to make
placement decisions for idle MCSs.

D. Motivation of Our Work

Without the private information of EVCs (e.g., destinations,
future routes), idle MCSs usually track the EVCs with larger
charging demand and move into the areas with few idle MCSs
(smaller charging supply). To offer agile charging services, the
proper placement decisions should be made for idle MCSs.
We measure the potential charging demand according to the
resultant force which is composed of the following two parts:
the attraction force reflecting the potential charging demand of
EVCs, and the repulsion force reflecting the potential charging
supply of idle MCSs.

Note that a centralized strategy is not feasible for the
placement decisions of idle MCSs due to the extremely large
communication complexity and computational complexity, and
a distributed strategy is more preferable. Thus, in this work
each idle MCS independently measures the potential charging
demand in the neighboring area. MDP is a discrete-time
stochastic control process which can model the decision mak-
ing in situations where outcomes are partly random and partly
under the control of decision makers. Therefore, an MDP
model is applied for the problem formulation and the local
placement decisions of idle MCSs.

III. SYSTEM MODEL AND PROBLEM FORMULATION

The road network in the 2D plane is denoted by £ (as shown
in Fig. 4). In L, there are N EVs and M MCSs. The set of EVs
and the set of MCSs are denoted by £ = {vy, -+, vy} and
M ={¢1, -+, pu}, respectively. The location set of charging
parks is denoted by P, and the charging positions and the
placements of idle MCSs are selected from P. Time is divided
into discrete time slots with an equal length of ;. The current
position and residual electricity are detected by each EV every
time slot, and the placement decision of each idle MCS is
made every time slot as well.

Several definitions are first given to depict the problem of
placements of idle MCSs:

Definition 1 (Electric Vehicles): Each EV (each MCS) has
the same communication range R.. For an EV v;, v; travels
at a speed of my(v;) from the departure position o; to the
destination d;, and c¢ unit of battery electricity is consumed
for travelling through a unit distance.

In the ¢-th time slot, the current position and the residual
battery electricity are denoted by p(v,-)(’) and e(v;))®,
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Fig. 4. A road network with EVCs and MCSs.

When v;
Y
Definition 2 (Mobile Charging Stations): The travel speed

of an MCS ¢; is denoted by m;(¢;). In the t-th time slot,

the current position and the residual electricity! (which can be
provided to EVCs) of ¢; are denoted by p(¢;)® and e(p;)®,
respectively. e,y denotes the maximum battery capacity of
each MCS, i.e., the residual electricity of an MCS is equal
to emqx after it is recharged by the power grid. The charging
speed of each MCS is marked by @, and ¢ unit of battery
electricity is consumed for travelling through a unit distance.

An MCS that receives and approves a charging request

(from an EVC) is a busy MCS, and an MCS that does

not receive or approve a charging request is an idle MCS.

Each MCS can obtain the information of its current position

and residual electricity. Moreover, every time slot each idle

MCS can also obtain the current positions and the required

electricity of neighboring EVCs, the current positions and

the residual electricity of neighboring idle MCSs. However,
the destinations and future routes of EVCs, the historical
trajectories of EVCs and other MCSs, are not provided to the
idle MCS due to the privacy protection.

Definition3 (An MCS charges an EVC):. Suppose an MCS
¢j is assigned to charge an EVC v; at the position p, and then
the extra travel distance of v; is calculated by:

L, p) = 2(pw)?, p) + 2(p, di) — Z2(pw)®, dy), (1)

where 2(p(v;)®, p) denotes the travel distance from p(v;)"
to p. The amount of electricity required by v; (i.e., the amount
of electricity transferred from ¢; to v;) is expressed as:

E(i, p) = ¢ - {P(0i,di) + L(vi, )} — e, (2)

Then, the residual electricity of MCS ¢; is reduced by
E(vi, p) +c- P(p(p)?, p) after it has charged EVC v;.

respectively. detects a state

(e.g., e(v)® <

low battery
), v; turns into an EVC.

IThe battery capacity of MCSs is limited as well, and MCSs will be
unavailable due to the lack of electricity. The MCSs lacking electricity should
be recharged by FCSs or power grid.
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The charging delay of v; is computed by:

L(vi, p)

Delay(v;) = e (o)

+ Tw(i, @j. P) + 3)

E(vi, p)
=
which indicates that the charging delay of v; is comprised
of: (i) The delay for the extra travel of v;; (ii) The delay
for waiting the arrival of ¢; (when v; arrives at the charging
position prior to ¢;); (iii) The delay for transferring electricity
from ¢; to v;. Specifically, Ty, (vi, ¥}, p) is computed as [21]:

0,
£ 20w D) 2(p@)?. P)
oo () o)
Ty (vi, (pjvﬁ) = @(P(ﬁl’j)(l)»ﬁ) B g(p(vi)(t),@ '
ms(g)) mswi)
otherwise.

“4)

If the waiting delay T, (v;, ¢;, p) is larger than the maxi-
mum waiting delay D, and then it is regarded as a charging
failure, i.e., the assigned MCS ¢; fails to charge the EVC v;.
Likewise, the waiting delay of the assigned MCS ¢; is
calculated as

0,
ﬁ@mmﬁm<@ww0@
. _ mg(v;) ms(@;)
Twl@i v D=1 500090, p) _ D). p)
mg(v;) mg ((Pj) ,
otherwise,

and if T, (¢;, v;, D) is larger than 5, then there is a charging
failure as well.

Definition 4 (Charging Demand Force):. Each idle MCS
measures the potential charging demand in the neighbor-
ing area through obtaining the resultant force composed
of attraction force and repulsion force. For an idle MCS
@j, the sets of neighboring EVCs and neighboring idle
MCSs are denoted by &,(¢;) and M, (¢;), respectively.
Enlp)) = {vi€&ldis(pj,v) <R} and M,(p;)) =
{(pj/ e M| dis(pj, @) < Rc}, where dis(¢;, v;) denotes the
Euclidean distance between ¢;, and v;.

In essence, an idle MCS should move to the areas with
larger charging demand, i.e., in the areas there are more EVCs
requiring more electricity (larger charging requirement) and
fewer idle MCSs with less residual electricity (smaller charg-
ing supply). As shown in Fig. 3, an idle MCS is assimilated to
a positive proton, and the mass of the idle MCS is measured
by its residual electricity. Likewise, an EVC is assimilated to
a negative electron, and the mass of the EVC is measured
by its required electricity. Thus, an idle MCS is repulsed by
neighboring idle MCSs and attracted by neighboring EVCs.

A neighboring EVC v; (v; € &,(¢;)) produces the attraction
force to ¢;:

{c- D(oi.di) —e() P} - e(pp® __,

2(p(p)®, p(vj)®)3 “QjUi,
(5)

—
Fa(pj,vp)® =
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where m denotes a direction vector. Likewise, a neighboring
idle MCS ¢;" (¢;" € M, (¢})) produces the repulsion force

to ¢;:

—

N e((p-’)(’) -e((p-)(t)
F (o, op'" = !/ : pi'pj, (6

T 2(p@HD, ple)D)3

which indicates that the repulsion effect becomes larger when
the idle MCSs (with more residual electricity) become closer.
By this mechanism, the idle MCSs with more residual elec-
tricity will not be located very close, and the charging capacity
of idle MCSs can be balanced among areas.

Then, the resultant force of ¢; is obtained by:

— — —
FepP= 2, Falww)+ > Frpep?.
vie€n(p;) @;j'eMu(p;))

)

Note that the charging demand force is obtained without
the information of the destinations and future routes of EVCs,
and thus the privacy of EVCs can be protected.

To shorten the charging delay of EVCs and enhance the pro-
portion of charged EVCs, the problem objective of placements
of idle MCSs is formally provided as follows:

N,
. Ziil Delay(v;)
min —/———

N, ’ (8)
max —,
NE

where N, and N, denote the number of EVCs and the
number of charged EVCs, respectively. The objective of the
minimization of the charging delay of EVCs enables MCSs to
charge EVCs as quickly as possible, implying that more EVCs
can be quickly charged (the proportion of charged EVCs is
increased). In essence, these two objectives can shorten the
extra travels of EVCs and promote the charging efficiency
of MCSs.

In the next section, we will propose a Placement Strategy for
Idle Mobile Charging Stations (PS-IMCS) to make placement
decisions for idle MCSs. In PS-IMCS, the concept of charging
demand force is introduced, and each idle MCS can measure
the potential charging demand in the neighboring area through
obtaining the resultant force (charging demand force) which
is composed of attraction force and repulsion force. Specially,
based on the potential charging demand, an MDP model is
designed to make placement decisions for idle MCSs. By PS-
IMCS, more EVCs can be promptly charged by MCSs.

IV. MARKOV DECISION PROCESS FOR
PLACEMENTS OF IDLE MCSSs

The statuses of EVs and MCSs are varied over time:
An EV turns into an EVC when it detects a low battery state,
and an EVC reverts back to an EV when it has been charged.
An idle MCS can be assigned to charge an EVC, and an MCS
in the charging status turns into an idle MCS after charging
the EVC.

As aforementioned above, the destinations and future routes
of EVCs are not provided to MCSs due to the privacy
protection, and thus idle MCSs are difficult to track and charge

EVCs according to the future travel routes of EVCs, which
indicates that the potential charging demand around each idle
MCS is unpredictable. The potential charging demand in the
current time slot should be evaluated by exploiting that in the
last time slot (rather than during the more previous time slots).
Therefore, an MDP is introduced to formulate the problem
of placements of idle MCSs, and help to make placement
decisions for them.

A. Markov Decision Process

An MDP model for formulating the problem of place-
ments of idle MCSs is represented by a quintuple < S, A,
T,P,R >. For an idle MCS ¢;, the quintuple is explained
as follows:

(i) S denotes the set of states of idle MCSs, where a state
indicates the potential charging demand around an idle MCS,
which also implies that how far away is the optimal placement
from the current position of the idle MCS. For example, in the
t-th time slot, the state of an idle MCS ¢; is written as:

so=[Fen®|]. ©

where |-| denotes the vector value, and [-] denotes an integral
operation. Thus, the value of states is discrete, and the number
of states is finite because the maximum resultant force is
limited.

(ii) A denotes the set of actions of idle MCSs, where an
action denotes a possible placement of an idle MCS. Each
placement is selected from the location set of charging parks.
The set of actions of an idle MCS is expressed by (17) in
Section IV-B.

@(@ii) T = {1,---,¢t,---,T} is a finite set of time slots,
because the maximum battery capacity of MCSs is limited.

@iv) P = {P(st+1l8t» ar)} <;<7—; denotes a transition
probability matrix, and the element & (S¢+118¢, ar) 1s expressed
as:

—
Fpi|

) (10)
ZaeA(q;j)(f) ‘?((pj (a))(t+1)‘

P (Sr41l8t, a1) =

where 77)(90 i (a))(”r]) denotes the resultant force of ¢; in the
(t + 1)-th time slot (after ¢; adopts the action a, in the ¢-th
time slot). (10) transits the potential charging demand into the
placement probability of idle MCSs, i.e., (10) measures the
probability of the variation of potential charging demand by
adopting an action a;.

W) R={r, - ,rs, -+ ,r;} denotes the set of immediate
rewards, where the immediate reward of ¢; in the (¢ + 1)-th
time slot is calculated by:

— —
e = |Flop™| = | Fen®|. (an

The cumulative reward after the z-th time slot is given by:
T—1
Gr =D ¢" i, (12)
k=0

where ¢ is a discount coefficient.
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A value function V (s¢, a;) is defined to denote the expected
value of Gy, ie., V(s;,a;) = E[G,|s; = s,a; = a]. Then,
a Bellman equation can be extrapolated:

Visa) =78+ ¢ D AP (sipalsia) - Vst apn)}

St+1

13)

In (13), g denotes the immediate reward by adopting the
action a, under the state s; (in the 7-th time slot). r‘ft’ also
represents the expected value of r,41, and is expressed as
rg,t = E@ri+1lst, ar).

Therefore, the optimal action a;° can be obtained by:

a =arg max V(s a). (14)

acA(p;)®
There must be an optimal solution in (14), which is proved
by Lemma 1.
Lemma 1: There exists an optimal solution in our proposed
MDP model.
Proof: (X,L-infinity) denotes a metric space, and X
denotes the set of real numbers (X € R). The output of value
functions belongs to X. L-infinity is defined by:

X = max |X;]|.
X1l so [G[OJX”I il

The Bellman operator B is defined by:
BV (st, ar)

= max

Ao® V?,""S"Z[«@(St+1|st,at)'U(St+11dt+1)]
ar€A(@j

St+1

By the Banach fixed point theorem [31], if we can obtain
the following two conditions: (i) (X,L-infinity) is a complete
metric space, and (ii) the Bellman operator B is a contractor
in the finite space (R,L-infinity). Then, we can conclude that
there exists an optimal solution in the MDP model.

(i) (X,L-infinity) is a complete metric space. The distance
between the two value functions is equal to the highest
element-wise absolute difference between the two value func-
tions. The rewards are finite in the MDP model, and then the
value functions will always stay in the real space, therefore
this finite space will always be complete.

(ii) The Bellman operator B is a contractor in the finite
space (R,L-infinity). For any two value functions V; and V>,
we have that:

I BVi(se, ar) — BValsy, a)ll

St+1

= ||max qr{’ +¢ - 2[9(5t+1|st,at)' vViCsi41, arg) | H
at

- |max rg+g - Z [P (sisilse, ar) - Valsigr, ars1)] H

St+1

A

Vi(St+1, ar+1)
g - |max Z[Qz(stﬂls[,az)'(_vz(st+],a,+1))} ”

St+1

< ¢ - IVilsrs1, are1) — Valsig1, arg )|l
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'maax Z P(si41l8:, ar)
t

Ar,St+1

< ¢ - IViGsis1, arg1) — Va(sip1, arr DI

where there is 0 < ¢ < 1, and then the Bellman operator B
is a contractor in the finite space (R, L-infinity).

Thus, by the Banach fixed point theorem, we conclude that
there exists an optimal solution in the MDP model. ]

B. Actions of Idle MCSs

Note that the potential actions of an idle MCS ¢; could
be time-varying, and a gradient force model is introduced to
calculate the set of actions A(g j)(’).

The maximum travel distance of ¢; during a time slot is
mgs(@;) - ts, and the circular range with the radius my(¢;) - f;
is equally divided into x virtual layers with the radius R, =
M as illustrated in Fig. 5, where ¢; is taken as the cen-
ter, and the circular areas with the radii Ry, 2Ry, - -+ , mg(@;)-
ty are denoted by ¢1, ¢, - -+ , ¢y, respectively.

In Fig. 5, a contour line in red is generated by the
positions (on the real roads) with the same travel distance

(Rims 2R, -+, mg(@j) - I5) to @;.
Then, the maximum resultant force of ¢; is obtained by:
Frigp®
— —
= max 13 Faero”+ X Frie o)

v; EPx ®j' €Pr

5)

Furthermore, the optimal virtual placement p} can be found
by:

—
o Frep?

k+0.5
pi= o —] (16)
Frep|

Ims((pj) s
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Fig. 6. Bi-LSTM model for predicting the amount of required electricity of
EVCs on a road segment.

which indicates that the optimal virtual placement i is selected
from the layer where the maximum resultant force F () N
is obtained.

The set of actions of ¢; is expressed as:

Ap)" = {al a € P, dis(p},a) <2Ry}. (17)

where dis(p}, a) denotes the Euclidean distance between p}
and a.

C. States Transitions of Idle MCSs

The resultant force of an idle MCS is related to the real-time
positions of neighboring EVCs. With regard to each road
segment, the amount of required electricity of EVCs on the
road segment (in the previous « time slots) is fed into a
Bi-LSTM model [32], because Bi-LSTM has an excellent
generalization ability, and it performs well in the prediction
of time series, such as the amount of required electricity of
EVCs which is continuously varied. Thus, the future amount
of required electricity of EVCs on the road segment can be
predicted, as shown in Fig. 6.

By the predicted amount of required electricity of EVCs
on road segments, the resultant attraction force on each road
segment is introduced to simplify the problem analysis, i.e.,
the attraction force of the EVCs on the same road segment
is synthetically calculated, based on the assumption that the
EVCs on the same road segment have the same distance to the
idle MCS. For example, the attraction force of an idle MCS ¢;
in the (¢ 4+ 1)-th time slot is written as:

E(l)(t-i-l) e(p; )(t) -
> 210

D(p(pjD, p())

st 2(pep®, B1) < ms(e)) - 15, (18)
where E(I)“*D denotes the predicted amount of required
electricity of EVCs on the road segment / in the (¢ +1)-th time
slot, and p(l) denotes the midpoint of the road segment /.
Then, the resultant force and the transition probability

matrix can be obtained by (7) and (10), respectively.
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Fig. 7. Message exchanges in PS-IMCS.
V. PLACEMENT STRATEGY FOR IDLE
MOBILE CHARGING STATIONS

To shorten the charging delay of EVCs and enhance the
proportion of charged EVCs, idle MCSs should actively track
the EVCs with large charging demand and move into the
areas with small charging supply. Then, the proper placement
decisions can be made for idle MCSs by our proposed MDP
model. The main stages of PS-IMCS are described as follows:

Stage A. EVCs Make Charging Requests to Idle MCSs.
In each time slot (suppose the t-th time slot), if an EVC
v; makes a charging request by broadcasting a request_msg
message within the communication range R. (Fig. 7).

The request_msg of v; includes the current position and
the required electricity, and is expressed as ( p(vi)(’), Ae(v;)),
where Ae(v;) is calculated by:

Ae(vi) = c- Do, di) — e(v)©. (19)

Stage B. Idle MCSs Approve the Charging Requests of
EVCs. After an idle MCS ¢; receives the request_msg
from v;, (p(v;)®, Ae(v;)) is encapsuled into an upload_msg
message (Fig. 7) and then is uploaded to the cloud server for
predicting the amount of required electricity of EVCs. If ¢;
accepts the charging request of v;, an approve_msg message
(Fig. 7) is sent back to v;.

Specifically, in Stage B, the following cases are discussed:

e Case 1: An EVC makes a charging request to an idle
MCS. The idle MCS approves the charging request of
the EVC.

e Case 2: Multiple EVCs make charging requests to the
same idle MCS (some EVCs compete for the MCS).
The idle MCS approves the charging request of the
EVC with the largest required electricity by the received
request_msg messages.

e Case 3: An EVC makes a charging request to mul-
tiple idle MCSs. These idle MCSs could send several
approve_msg messages to the EVC, and the EVC sends
an ack_msg message to the idle MCS with the shortest
charging delay.

Note that the cloud server adopts a centralized learning for

the prediction of the amount of required electricity on each
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road segment, because a distributed learning method on MCSs
or EVCs will result in the heavy communication overhead (the
massive information collection of historical amount of required
electricity, and the massive information release of predicted
amount of required electricity).

Stage B.1. MCSs charge EVCs. When v; receives the
approve_msg from ¢;. The charging position p is determined
by minimizing the charging delay of v;:

7 =argmin { Delayw)l ¢ 2(p) . p) = e},
peP
0)

where ¢ - 2(p(v;))®, p) < e(v;)® implies that the residual
electricity of v; can support the travel to the position p.

Then, an ack_msg message including the charging posi-
tion p is sent to ¢;, as shown in Fig. 7. After that, v; and ¢,
move towards the charging position p for the charging.

Stage B.2. EVCs Continue their Travels. After being
charged, the EVC v; turns into an EV, and continues the travel
to the destination d;.

Stage C. Idle MCSs Decide on the Placements. Every time
slot, the cloud server releases the predicted amount of required
electricity of EVCs on each road segment to idle MCSs, and
thus the attraction force of each idle MCS can be calculated,
as introduced in Section I'V-C.

Each idle MCS exchanges a notice_msg message with
neighboring idle MCSs (the notice_msg message includes
the current position and the residual electricity), and then the
repulsion force (charging demand force) of the idle MCS can
be calculated.

If an idle MCS ¢; does not receive any charging requests
from EVCs in the ¢-th time slot, ¢; decides on the optimal
placement in the (¢ 4 1)-th time slot p((pj)(H‘l) by (14), and
then ¢; moves towards p((pj)(""l).

An example of sequential diagram concerning the message
exchanges in PS-IMCS is illustrated in Fig. 8, where two
idle MCSs ¢; and ¢ receive the charging requests from an
EVC v;. ¢; is assigned to charge v;, and ¢; moves towards
a decided placement.

VI. THEORETICAL ANALYSIS OF PS-IMCS
A. Complexity

TABLE I shows the communication complexity and com-
putational complexity of our proposed PS-IMCS.

With regard to the communication complexity: (i) In
Stage A, each EVC broadcasts a request_msg message, and
the number of request_msg messages is at most O(M - N).
(ii) In Stage B, the amounts of required electricity of neigh-
boring EVCs are uploaded by idle MCSs to the cloud server,
and the number of upload_msg messages reaches O(M).
Likewise, approve_msg messages could be sent back to
EVCs, and the number of approve_msg messages is O(M)
in the worst case where each idle MCS accepts the charging
request of an EVC. In Stage B.1, the charging positions deter-
mined by EVCs are sent to idle MCSs before the charging,
and the number of ack_msg messages containing the charging
positions is at most O(M). (iii) In Stage C, the information
exchanges should be carried out between the neighboring idle

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS

Cloud server Idle MCS ¢ EVC v, Idle MCS ¢,

v, detects a low battery state.

request_MSE ——— —-Lequest mgq
Idle MCSsupload the positions and required electricity of
EVCs on neighborjing road segments.

upload_msg. —— —

msg

——rove myg approve IS
v, selects the MCS with the
shorest charging delay.
Cloud server predicts and
releases the required
electricity on road segments.

I
| v, calculates the charging
! position.
I
I

i —
Required electricity prediction ack_MS& ——

v, and ¢, move towards the
charging position for
charging,

Neighboring idle MCSs exchange their own positions and
residual ¢lectricity.
«— Y S e
| @ calculates the charging

! demand force.

| gy decides on and moves
i

1l

I

towards the placement.
Placement decision

Fig. 8. Sequential diagram of PS-IMCS.
TABLE I
COMPLEXITY OF PS-IMCS

Communication | Computational
Stage . .

complexity complexity
A O(M - N) O(N)
B O(M) 0
B.1 O(M) O(Np - N)
B.2 0 0

O(Kc - Kin + K2+ K. - Kout)
2 c in c ou

¢ | o) +O(M) ‘
Total | O(M - N) O(Np - N)

MCSs, and the number of exchanged notice_msg messages
is up to o(M?).

With regard to the computational complexity: (i) Each EVC
could calculate the required electricity in Stage A, and the
computational complexity is O(N). (ii) Each EVC could
determine the charging position (Stage B.1), and the computa-
tional complexity of Stage B.1 is at most O(N,-N), where N,
denotes the number of available positions which are arranged
for MCSs charging EVCs. (iii) In Stage C, to make the
placement decisions for idle MCSs, the cloud server predicts
the amounts of required electricity on road segments, and the
computational complexity of training the Bi-LSTM model is
approximatively written as O(K. - K;, + Kf + K¢ - Kour),
where K. - K;, denotes the number of weights from input
layer to hidden layer, K 3 denotes the number of weights in
hidden layer, and K- K,,; denotes the number of weights from
hidden layer to output layer [33]. Each idle MCS calculates
the attraction force and repulsion force, which results in O(M)
computations.

Typically M <« N, the communication complexity of
PS-IMCS is of O(M - N), and the computational complexity
of PS-IMCS is of O(N, - N).

B. Convergence and Convergence Rate of MDP Model in
PS-IMCS

Proposition 1 and Proposition 2 prove the convergence
and the convergence rate of our proposed MDP model,
respectively.

Authorized licensed use limited to: Nanjing Univ of Post & Telecommunications. Downloaded on November 12,2023 at 02:23:05 UTC from |IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LIU et al.: PLACEMENT STRATEGY FOR IDLE MCSs IN IoEV

Proposition 1: The MDP model can converge in the Cesaro
sense.

Proof: Suppose P is a stochastic matrix, and ||P|| is defined
as | P|l = sup; >_; pij-

For an MDP with finite state space and finite action space,
there is lim, o0 T >0 _o IP® —P|| = 0 [34], [35]. T+
denotes a n-step transition matrix, ie., P&TH = PO .
PE+D ... pEHM Then, we have the following inequality:

|PETHD) _ P2 < | pCHD L pHD) _ pHD
+ |PEEDP — P2 < [P P
+ |PEEY — Py, e2))

which implies that: lim,_,o0 L - > _ |[P®T+D — P2|| = 0.

For any two positive integers k and k’, we can obtain
that: lim/oe + - >4 _ [PETH — Pkl = 0 and lim/— o0 1 -
>t o | Pk +k+k) _ Pk = ( by an inductive method,
indicating that the MDP model can converge in the Cesaro
sense. [

Thus, after a finite number of iterations, the optimal solution
can be obtained, i.e., the optimal placements of idle MCSs can
be obtained.

Proposition 2: The convergence rate of the MDP model is
approximated to a geometric rate.

Proof: Suppose Q is a constant matrix formed by the
rows of left eigenvector of P (denoted by ). Since the left
eigenvector satisfies that 77 = AP and >, w; = 1. Then,
we can obtain the following inequality similar to [35]:

2(Jd +r)

1 t
sup || = > PO — Q< =
=1

m=>0

W4d—1 t

1
2 ;2 N Purern =Pl
v=1 =1
L—J

d
W+r—1
- - —do|,
+— l E P Ql

=1

+ supd

m=>0
(22)

where L, W, and J satisfy that: t = Ld +r (0 <r <d) and
W <Jd <Ld.
We have that | >7_, PY+*1 —dQ ||< ¢V (C > 0 and
1>p8>0)[34].
Let W:%&H (¢ > 0)and J = W + 1, there is:
d
1> PVt —dQ < cp” = cr, (23)
=1
which yields that: SUPmZo%th:l Pntr — P < Gt7¢,
where G a constant, and then we obtain (24):
W+d—1 t

1
sup d Z - Z Il Pmtr+v — Pl
m=0 v=1 ! =1
Wd—1
<d > Gr*=<GdW+d— 1) (24)
v=1

Thus, Ve > 0, 3D(¢g) satisfies (25):

1 t
|- 2 P — g
=1

< ta—l + CrE
D(e)

tmin(a, 1)—¢’

+ Gd(W +d— D" = (25)

which indicates that the convergence rate follows a geometric
sequence, and the error between two successive iterations is
reduced by a fixed proportion. Hence, the convergence rate is
geometric with respect to the number of iterations. [J

VII. PERFORMANCE EVALUATIONS

In this section, the simulation results are provided to eval-
uate the performance of our proposed PS-IMCS, along with
some comparisons with other strategy models (R-COST [6],
RLA [22], stationary strategy (SS), and random walk
strategy (RWS)).

The simulations are conducted on a real-world taxi dataset
originally provided by Didi Corporation [36] which has been
modified by us according to the mobile charging scenarios.
This dataset contains the GPS trajectories of more than 10,000
taxis during the period from Oct. 1, 2018 to Oct. 31, 2018 in
Chengdu city, China. Each GPS trajectory is represented by
a sequence of taxi ID, latitudes, longitudes, and timestamps.
Note that the passengers of taxis and the drivers of EVs have
the similar travel intentions in their daily lives. Thus, this
dataset is adopted for our simulations, and we use these taxi
trajectories to simulate the movements of EVs.

The initial battery electricity of each EV obeys a normal
distribution N (u, 82) [37], where the value of 1 denotes the
average residual battery electricity of EVs, and the value
of § denotes the deviation of residual battery electricity
among EVs.

We develop a simulator using Python language, and the
simulation results are averaged over 500 runs. The main
parameter settings are shown in TABLE II. Note that the
parameter values given in TABLE II are taken as the default
values, i.e., the default values of parameters are adopted in
the following simulations when the parameter values are not
explicitly explained.

Firstly, an example is illustrated in Fig. 9 with five MCSs,
where the placements of idle MCSs decided by PS-IMCS
are marked. Fig. 9 shows that the movements of idle MCSs
are guided by the charging demand force, until these
MCSs receive and approve the charging requests from EVCs.

A. Proportion of Charged EVCs

The proportion of charged EVCs can reflect the charging
experience of EVCs. Fig. 10(a) illustrates the impacts of M
and N on the proportion of charged EVCs. The proportion of
charged EVCs is decreased with the increase of N, because
more EVCs could compete for the charging services of MCSs,
and thus more EVCs cannot be charged by MCSs. On the
contrary, the proportion of charged EVCs is increased with
the increase of M, and the reason is that EVCs are easier to
be charged by MCSs when MCSs are deployed more densely.

Furthermore, the proportion of charged EVCs under dif-
ferent u and § is observed in Fig. 10(b). u indicates the

2https://github‘comllsspac/manually—synthesizing—trajectories
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TABLE I
SIMULATION PARAMETERS

| Parameter | Description

| Value
N Number of EVs 600
M Number of MCSs 40
|P| Number of charging parks 50
ts Length of each time slot 60 s
R Communication range of each EV and 1k
¢ each MCS m
T Nur_nber of time slots in an observation 60
period
emazx Maximum battery capacity of each MCS | 90 kwh
D Maximum waiting delay 5 min
Number of virtual layers around an idle 6
X MCS
w Charging speed 45 kwh/h
Travel speed of each EV and each
ms MCS 11.1 m/s
" Average residual battery electricity of 15 kwh
EVs
L I];/I\a,usnmum residual battery electricity of 20 kwh
Limin I];/I\llr;lmum residual battery electricity of 10 kwh
5 Stand.ar.d deviation of residual battery 3 kwh
electricity
. Electricity consumption for travelling 0.45 kwh/l
through a unit distance
o Price of f':lectrlcuy purchased from L.0/kwh
power grid
Price of electricity transferred from an
Ce MCS to an EVC 2A4/kwh
¥ Parameter of low battery state 9
K Number of input records in Bi-LSTM 10
S Discount coefficient 0.8

1]

Placement of MCS

=% mCs
&by EVC

Route of MCS x

= = = Route to placement of MCS

= == Route of EVC —> Resultant force

Fig. 9. An example of placements of idle MCSs.

average residual battery electricity of EVs, and the proportion
of charged EVCs with a larger p is larger than that with a
smaller w, due to the fact that a larger w implies that more
EVs have enough battery electricity to complete their travels
without charging demand, and thereby EVCs can be charged
by MCSs more easily. The proportion of charged EVCs is
dropped when § is increased, and this is because with a larger §
more EVCs have the residual battery electricity which is under
the low battery state.

Fig. 10(c) illustrates the impact of D on the proportion of
charged EVCs. D denotes the maximum time allowing an
EVC to be charged by MCSs after it makes a charging request.
Thus, the proportion of charged EVCs is gradually increased
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Fig. 10. Proportion of charged EVCs.

with the increase of 5, because EVCs are allowed to wait for
the arrivals of MCSs during a longer period.

B. Average Charging Delay of EVCs

As shown in Fig. 11(a), the curve with a larger M is much
lower than that with a smaller M, which is attributed to the
fact that EVCs can be charged more conveniently when more
MCSs are deployed, and thus the average charging delay of
EVCs is largely shortened. The average charging delay of
EVCs is prolonged with the increase of N, and this is because
some EVCs could wait longer for the MCSs which should first
charge other EVCs.

In Fig. 11(b), the curve with a larger w is lower than that
with a smaller one. The reason is that an EVC with less
residual battery electricity typically requires more electricity,
thus yielding longer charging time (the third part in (3)). Note
that the charging time does not affect the action-decisions of
idle MCSs. However, if the charging speed is too slow, the
travels of EVCs will be delayed for a longer period due to
longer charging time.
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Fig. 11. Average charging delay of EVCs.

Likewise, a smaller § implies that more EVs have the
residual battery electricity exceeding the low battery state,
which shortens the average charging delay of EVCs. With a
larger D, the average charging delay of EVCs is prolonged

(Fig. 11(c)).

C. Impact of Maximum Battery Capacity of Each MCS

The maximum battery capacity of each MCS is set to
90 kwh (TABLE II), i.e., the residual electricity of each MCS
is equal to 90 kwh after it is recharged by the power grid.
We provide Fig. 12 to observe the impact of the maximum
battery capacity of each MCS. In Fig. 12, we find that the
proportion of charged EVCs is increased with the increase
of e;qx, because the service time of MCSs is prolonged when
each MCS has a larger battery capacity (a larger ejqyx), and
thus more EVCs can be charged. When the maximum battery
capacity is large enough (e;,4x > 30 kwh), the proportion of
charged EVCs remains almost unchanged.

Besides, the average charging delay of EVCs is independent
of eyqx, and the reason is that only the charging delay
of successfully charged EVCs is counted into the average
charging delay of EVCs, and hence the average charging delay
of EVCs is mainly related to the deployment density of MCSs
(i.e. the number of MCSs) rather than the maximum battery
capacity.
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Fig. 13. Simulation results on a synthetic dataset.
D. Proportion of Charged EVCs and Average Charging
Delay of EVCs on a Synthetic Dataset

We manually synthesize a small dataset which consists
of 20,000 trajectories, and each trajectory is composed of
a series of longitudes, latitudes, and timestamps. The initial
positions of the trajectories are uniformly distributed in the
longitude interval [104.031,104.129] and the latitude interval
[30.631,30.729]. The location of each EV is sampled every
minute to form these trajectories. The simulation results in
terms of proportion of charged EVCs and average charging
delay of EVCs conducted on this dataset are given in Fig. 13.
Similar to the results in Fig. 10(a) and Fig. 11(a), the propor-
tion of charged EVCs is decreased with the increase of N and
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Fig. 14. Average charging expense of EVCs.

increased with the increase of M. The average charging delay
of EVCs is increased with the increase of N and decreased
with the increase of M.

E. Average Charging Expense of EVCs

The charging expense of an EVC is calculated as [21].
Fig. 14 illustrates the impacts of M, N, u, 8, @, and y on
the average charging expense of EVCs. Two observations are
obtained: (i) The number of MCSs does not have an obvious
impact on the average charging expense of EVCs, because the
average charging expense of EVCs is calculated as the average
of the charging expenses of EVCs which have been charged by
MCSs, rather than those EVCs which cannot be charged during
the maximum waiting delay D; (ii) The average charging
expense of EVCs is slowly increased with the increase of N,
due to the intensified competitions among EVCs for MCSs.

In Fig. 14(b), the average charging expense of EVCs is
reduced with the increase of w or the decrease of §, which is
attributed to the fact that a larger ;o or a smaller § indicates
that less electricity is required by EVCs.

When y is set smaller, EVCs make charging requests earlier,
and they could be charged by MCSs with shorter extra travels
(Fig. 14(c)), thus reducing their charging expenses. Fig. 14(c)
also indicates that the average charging expense of EVCs is
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almost independent of @, i.e., the charging speed does not
affect the charging expenses of EVCs.
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F. Average Charging Profit of MCSs and Average Charging
Cost of MCSs

The average charging profit of MCSs [38] reflects the
charging efficiency of MCSs. Essentially, the charging profit
of an MCS can be raised by prolonging the charging duration,
i.e., an MCS earns a larger profit by spending more time on
charging EVCs rather than travelling on the roads.

In Fig. 15(a), we observe that the curves of average charging
profit of MCSs first ascend rapidly with the increase of N,
and then these curves grow slowly when N is large enough
(N = 720), due to the fact that the number of EVCs which can
be served by MCSs remains constant when there are a large
number of EVCs (the charging capacity of MCSs is related to
the number of MCSs), although MCSs can earn more charging
profits by charging more EVCs. The average charging profit
of MCSs is larger with a smaller M (when N is small), and
the reason is that the average charging profit of MCSs can be
increased by making each MCS undertake the charging tasks
as more as possible. The above phenomena indicate that the
number of MCSs should be carefully arranged according to
the number of EVs, and thus a proper tradeoff between the
charging profits of MCSs and the deployment cost of MCSs
can be achieved.

Likewise, the decrease of u (EVCs require more electricity)
leads to the increase of the average charging profit of MCSs,
as shown in Fig. 15(b).

In Fig. 15(c), if MCSs can charge EVCs more quickly
(a larger @), and then MCSs can charge more EVCs and earn
more charging profits. A larger y implies that EVCs make the
charging requests when they have less residual electricity, and
MCSs should transfer more electricity to EVCs.

The average charging cost of MCSs is calculated as the
average of the cost for travelling on roads of all MCSs.
As shown in Fig. 16, the average charging cost of MCSs is
increased with the increase of N, the reason is that when M
is fixed (the number of MCSs is fixed) there are more EVCs
when there are more EVs distributed in the road network, and
idle MCSs could charge more EVCs (the average charging
profit of MCSs is increased) with larger cost, although idle
MCSs could be closer to EVCs when there are more EVs
distributed in the road network.

G. Comparisons Among Different Strategy Models

Firstly, we compare PS-IMCS with the centralized method
(a centralized version of PS-IMCS) in terms of the decision
delay. In the centralized method, the cloud server obtains the
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(c) Average charging expense of (d) Average charging profit of MC-
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information of all EVCs and MCSs (the current positions and
required electricity of all EVCs, the current positions and
residual electricity of all idle MCSs), and makes the placement
decisions for idle MCSs. The decision delay is comprised of
three parts: the delay for predicting the amount of required
electricity of EVCs on road segments, the communication
delay, and the delay for carrying out the MDP model.

The simulation results of the decision delay are provided in
Fig. 17, which indicates that the decision delay of PS-IMCS is
significantly shorter than that of the centralized method, and
the decision delay of PS-IMCS is prolonged very slightly with
the increase of the number of EVs.

To further analyze the merits of PS-IMCS, we compare
PS-IMCS with R-COST, RLA, SS, RWS, and centralized
method. These strategy models are compared in terms of the
proportion of charged EVCs, average charging delay of EVCs,
average charging expense of EVCs, and average charging
profit of MCSs. The simulation results are given in Fig. 18,
which suggests that PS-IMCS can achieve superior results and
outperform other strategy models.

The reason for these phenomena is that PS-IMCS can
make appropriate placement decisions for idle MCSs by the
adopted attraction-repulsion model which depicts the inter-
action between charging demand and charging supply over
time, and idle MCSs can track the EVCs with large charging
demand and move into the areas with few idle MCSs. Thus,
idle MCSs can charge EVCs more agilely once EVCs make
charging requests.

Specially, RWS yields the smallest proportion of charged
EVCs, the longest average charging delay of EVCs, and the
smallest average charging profit of MCSs, which suggests
that the random walks of idle MCSs worsen the charging
efficiency of MCSs significantly. In Fig. 18(a), the curves of
different strategy models are close to each other and have some
fluctuations with the increase of N.

The average charging delay of EVCs obtained by R-COST
is shorter than that of PS-IMCS when N < 300, because
R-COST adopts a centralized method to obtain better place-
ments for idle MCSs. However, with the further increase
of N, the potential charging demand and charging supply are
much difficult to be predicted, and accordingly the placements
of idle MCSs are difficult to be properly decided, although
a centralized method is adopted. Moreover, a centralized
method is not available in real charging scenarios due to the
extremely high communication complexity and computational
complexity.
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Note that the performance of PS-IMCS is better than that
of the centralized method. This is because the placement
decisions of idle MCSs are decided based on the charging
demand force, and in the centralized method the charging
demand force around each idle MCS is affected by all EVCs
and other idle MCSs. Actually, the idle MCSs far away from
EVCs cannot provide the charging services, and the calculation
of charging demand force in the centralized method cannot
reflect the charging demand and charging supply around each
idle MCS properly.

VIII. CONCLUSION

We have studied the problem of placements of idle MCSs,
and the Placement Strategy for Idle Mobile Charging Stations
(PS-IMCS) has been introduced. In PS-IMCS, each idle MCS
can measure the potential charging demand in the neighboring
area through obtaining the resultant force (charging demand
force) composed of attraction force (neighboring EVCs) and
repulsion force (neighboring idle MCSs). Moreover, an MDP
model is designed to make placement decisions for each
idle MCS, and the MDP model can converge to an equi-
librium quickly. Therefore, PS-IMCS reduces the charging
delay of EVCs and enhances the proportion of charged EVCs
effectively.

The length of each time slot should be properly set. If the
length of each time slot is too long, the potential charging
demand of EVCs cannot be timely measured, and the place-
ments of idle MCSs will be less efficient; If the length of each
time slot is too short, both the communication complexity and
computational complexity of PS-IMCS will be increased due
to more frequent communications and computations, and the
action decision of each idle MCS could not be completed
during a time slot. In PS-IMCS the charging services of
MCSs are provided based on the FCFS principle (First Come
First Service). However, the performance of PS-IMCS can be
further improved, if some EVCs making charging requests
later are allowed to be charged earlier (e.g., these EVCs are
nearer to idle MCSs, or the maximum waiting delay of these
EVCs is about to expire). This work mainly focuses on the
placements of idle MCSs, and FCSs are not considered in the
model and the proposed strategy. FCSs can be considered as
special MCSs which are stationary, i.e., the moving speed of
FCSs is equal to zero. Thereby, PS-IMCS can be evolved into
a strategy suitable for the IoEV with both FCSs and MCSs.
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