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Abstract—Underwater Acoustic Sensor Network (UASN) is
deployed for various underwater applications, such as under-
water creature tracking and underwater tactical surveillance.
Particularly, UASN in military applications could be invaded
by some underwater spy-robots termed eavesdroppers. The
eavesdroppers navigate around some anchored nodes of UASN
and eavesdrop on their communication channels silently. The
anchored nodes are difficult to perceive the adjacent eaves-
droppers, because the eavesdroppers never actively communi-
cate with others. Thus, the anchored nodes could disseminate
the data messages while they are blithely unaware of the ad-
jacent eavesdroppers capturing the data messages. To reduce
the theft ratio of data messages and guarantee the topology
connectivity of UASN, an analysis framework regarding the
theft ratio of data messages is first formulated, and then
a geometric distribution is constructed for the in-degrees
of anchored nodes. Furthermore, a binomial distribution
for the communication ranges of anchored nodes is derived
from this analysis framework. In our proposed Anti-Theft
Topology Control Mechanism (ATTCM), the anchored nodes
set the initial communication ranges according to the obtained
binomial distribution, and then the communication ranges
of anchored nodes are checked and adjusted to guarantee
the topology connectivity. Simulation results demonstrate the
superior performance of ATTCM, i.e., ATTCM can reduce the
theft ratio of data messages effectively, and it can guarantee
that there is at least one available communication path from
each anchored node to the surface sink.

Index Terms—underwater acoustic sensor network; topol-
ogy control; eavesdropper; theft ratio; topology connectivity.

I. INTRODUCTION

Underwater Acoustic Sensor Network (UASN) [1], [2]
is the enabling technology for various underwater applica-
tions, such as under ocean monitoring, deep sea surveil-
lance [3], distributed tactical surveillance, and mine re-
connaissance [4]. The sensor nodes equipped with floating
buoys are anchored to underwater bottom by ropes, as illus-
trated in Fig. 1, the measurements of environmental events
are monitored by the anchored nodes and are encapsulated
into some data messages which will be transferred to the
surface sink through multi-hops.

In underwater military applications, the data messages
contain some confidential information and are likely to be

Fig. 1: UASN architecture.

stolen by the enemy. For instance, some data messages de-
scribing the underwater tactical environment are generated
and disseminated in UASN, and several underwater spy-
robots [5] (termed eavesdroppers) dispatched by the enemy
have invaded UASN. The data messages are possible to be
stolen (captured and broken) by these eavesdroppers. Typ-
ically, the eavesdroppers navigate around some anchored
nodes and eavesdrop on their communication channels
silently. Each eavesdropper never actively communicates
with anchored nodes or other eavesdroppers, making the
eavesdroppers very difficult to be perceived by the anchored
nodes. Thus, the anchored nodes could disseminate the
data messages while some eavesdroppers navigate into their
neighborhoods and capture the data messages.

The network topology is vital for the network per-
formance, and in this paper the topology control tech-
nique of UASN is defined as the art of coordinating the
communication ranges of anchored nodes to generate a
desirable network topology, on which the proportion of
data messages stolen by eavesdroppers (theft ratio of data
messages) is reduced and the topology connectivity [6]
is guaranteed. This paper conducts a study on an anti-
theft topology control mechanism. We first construct a
geometric distribution for the in-degrees of anchored nodes,
and the probability distribution of communication ranges
of anchored nodes is derived as a binomial distribution.
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Then, the communication ranges of anchored nodes are
coordinated according to the binomial distribution in a
distributed manner to generate the network topology.

Note that although some methodologies (such as the
encryption/decryption methods and identity authentication
mechanisms) can help to resist the data message theft, our
approach is investigated from the view of network topology,
and it can be easily integrated with other methodologies
jointly for a more reliable protection of data messages.

The remainder of this paper is organized as follows:
Section II briefly surveys some existing related studies.
Section III proposes a system model and a problem for-
mulation. Section IV gives an analysis framework for
the topology control problem. Section V presents Anti-
Theft Topology Control Mechanism (ATTCM) for insecure
UASN. Simulation results for performance evaluation of
ATTCM are reported in Section VI. Finally, Section VII
concludes this paper.

II. RELATED WORK

A. Topology Control in WSN

The topology control problem in Wireless Sensor Net-
work (WSN) has been extensively studied. A clustering-tree
topology control algorithm based on the energy forecast
is proposed for saving energy and balancing the network
loads, while the link quality and packet loss rate are
considered as well [7]. Tan et al. present a topology control
approach for energy harvesting WSN, and this approach
allows each node to adaptively adjust its transmission
power for utilizing the harvested energy effectively [8]. [9]
investigates a Topology Control algorithm with Lifetime
Extension (TCLE) which can construct dynamic network
topologies. The topologies obtained by TCLE can improve
the network lifetime significantly. In [10], a lightweight
Adaptive Transmission Power Control (ATPC) is presented.
In ATPC, each node builds a model to measure the corre-
lation between transmission power and link quality. Roy
et al. focuses on the misbehaviors due to the presence
of dumb nodes which can sense the surroundings but
cannot communicate with neighbors [11], and an algorithm
named Connectivity Re-establishment in the presence of
Dumb nodes (CoRD) is designed to maintain the network
self-adaptivity. [12] attempts to benchmark the efficacy of
topology control protocols through two meta-heuristic al-
gorithms, and the proposed solutions penalize the topology
that impairs the topology coverage.

B. Topology Control in UASN

Several topology control methods that consider the char-
acteristics of acoustic communications and underwater en-
vironments have been proposed for UASN. In [13], a
Topology Control Strategy based on Complex Network
theory (TCSCN) is put forward to construct a double
clustering structure, where there are two kinds of cluster-
heads to ensure the connectivity and coverage, respec-
tively. [14] proposes a physically inspired mobility model,
and studies the time evolution of network coverage and

connectivity, which indicates that the network mobility
effect on coverage and connectivity is more significant
in intermediately dense UASN. In [15], a single-leader-
multi-follower Stackelberg game is utilized to formulate
the topology control problem by exploiting the available
communication opportunities. The ordinary nodes act as
leaders, and the anchored nodes act as multiple followers.
Zhang et al. propose a vulnerability repair algorithm [16],
where the coverage matrix and the vulnerability edge nodes
are applied to determine whether the overlay vulnerability
needs to be repaired.

C. Secure Topology Control

The secure issue has been considered in some topology
control methods, such as [17], where a distributed fault-
tolerant topology control algorithm is given for heteroge-
neous WSN. In this work, the ordinary nodes are supposed
to be connected with the resource-rich nodes, and thus
a k-vertex supernode-connected network topology can be
constructed against the node failures caused by malicious
attacks. In [18], an efficient Topology Control algorithm for
node Mobility (TCM) is proposed, and the digital signature
authentication based on error correction code is adopted
in TCM. Lal et al. [19] provide a hybrid architecture
including physical layer security, software defined network-
ing, node cooperation, cross-layering, context-awareness,
and cognition. Specially, the network topology can be
adjusted to counteract any on-going attacks. [20] develops a
construction algorithm to generate a k-connected communi-
cation topology. Furthermore, a distributed event-triggered
controller is designed to guarantee the consensus under
Mode-Switching DoS (MSDoS) attacks.

D. Motivation of Our Work

In UASN invaded by some eavesdroppers, the data mes-
sages may be stolen by the eavesdroppers. Considering the
aforementioned fact that the anchored nodes could be un-
conscious of the adjacent eavesdroppers, and thus the theft
ratio of data messages cannot be reduced through intention-
ally avoiding the data message dissemination happening in
the insecure areas around eavesdroppers. An intuitive idea
for protecting the data messages is the employment of some
encryption/decryption methods, i.e., the data messages are
encrypted by the source nodes and are decrypted by the
surface sink, and hence the confidential information encap-
suled in the data messages will not be revealed, even if the
data messages are captured by eavesdroppers. However, a
sophisticated encryption/decryption method will give rise
to a large computation cost, which is intolerable due to the
limited computation power of anchored nodes in UASN.

Note that the theft ratio of data messages is affected
seriously by the network topology (the network topology is
formed by the communication ranges of anchored nodes),
e.g., the data messages are easier to be stolen when
the communication ranges of anchored nodes cover more
eavesdroppers. In this paper, we attempt to protect the
data messages from the view of topology control, and
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we investigate a topology control mechanism to reduce
the proportion of data messages stolen by eavesdroppers
through generating a desirable network topology. Specifi-
cally, an appropriate probability distribution of in-degrees
of anchored nodes is designed, and then the probability
distribution of communication ranges of anchored nodes
is derived to coordinate the communication ranges for
anchored nodes.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. Nodes

There are N anchored nodes and a surface sink, the set
of which is expressed as V = {v1, v2, · · · , vN , vs}. The
anchored nodes v1, v2, · · · , vN are assumed to be uniformly
deployed in a convex underwater space D (D ∈ R+3), and
the surface sink vs berths at water surface. The topology
of UASN is represented by a graph G(V,E), where the set
of links E ⊆ V × V.

There are Ne eavesdroppers which can navigate freely
in the underwater space D. The eavesdroppers typically
navigate around some anchored nodes and intend to steal
(capture and break) the data messages disseminated by
these anchored nodes, as shown in Fig. 2.

Fig. 2: An eavesdropper is eavesdropping on an anchored
node vi.

B. Communication Ranges and Links

The communication range of an anchored node vi is
denoted by r(i), and r(i) can be set to one of the following
communication range levels: r0, 2r0, 3r0, · · · , rmax, where
r0 and rmax denote the minimum communication range
and the maximum communication range, respectively.

The distance between two anchored nodes vi and vj is
denoted by d(i, j). If d(i, j) ≤ r(i), and then (i, j) is taken
as a potential link. According to [21], [13], the Rayleigh
fading is appropriate for describing the underwater acoustic
channels, and the existence of a potential link (i, j) is
determined by the probability Pc(r(i), d(i, j)):

Pc(r(i), d(i, j)) =



0, if d(i, j) > r(i),

exp

{
−
[
d(i,j)
r(i)

] 4π·rmax3·N
3vol(D) · σ−2

}
, otherwise,

(1)

where σ is a Rayleigh fading parameter, and vol(D) denotes
the volume of the underwater space. (1) implies that a
potential link could be unidirectional.

C. Objective Function

In order to reduce the theft ratio of data messages and
guarantee the topology connectivity, the objective function
is formally presented as follows:

min Rt(G(V,E)), s.t. Conn(G(V,E)) > 0, (2)

where Rt(G(V,E)) denotes the theft ratio of data mes-
sages, and the expression of Rt(G(V,E)) is given in
the next section. Conn(G(V,E)) denotes the topology
connectivity, and Conn(G(V,E)) > 0 indicates that there
is at least one available communication path from each
anchored node to the surface sink, i.e.,

Conn(i) > 0, ∀vi ∈ V \ vs, (3)

where Conn(i) denotes the path connectivity of vi, and
Conn(i) is calculated as the maximum connectivity prob-
ability of all the communication paths from vi to vs.

IV. ANALYSIS FRAMEWORK

Because the anchored nodes are uniformly deployed, the
theft ratio of data messages is related to the in-degrees of
anchored nodes. The probability density function of the in-
degrees of anchored nodes is denoted by p(k) (0 ≤ k ≤ K),
where K is the number of neighboring anchored nodes, and
evidently K = 4π·rmax3·N

3vol(D) − 1.
Besides, the eavesdroppers navigate freely in the under-

water space D, and thus each eavesdropper is considered
to locate in the communication range of each anchored
node with an equivalent probability. Then, the expression
of Rt(G(V,E)) is written as:

Rt(G(V,E)) =
Ne ·K
N

·
K∑

k=0

{
p(k) ·

[
1− (1− α)k+1

]}
, (4)

where α denotes the probability of an eavesdropper suc-
cessfully breaking (deciphering) a captured data message.
As illustrated in Fig. 3, if an eavesdropper is adjacent to
an anchored node (with the in-degree equal to k), and then
the eavesdropper locates in the communication ranges of
(k + 1) anchored nodes.

Fig. 3: An eavesdropper navigates around an anchored node
(with the in-degree equal to k), and the eavesdropper could
capture the data messages disseminated by a total of (k+1)
anchored nodes.

To simplify the analysis, the communication range of
each anchored node is divided into several layers with the
radius r

0
, as depicted in Fig. 4. The distance between two
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anchored nodes is denoted by x·r
0
, and thus the probability

of the distance equal to x · r0 is expressed as:

g(x · r0) =
(x · r0)3 − [(x− 1) · r0 ]3

rmax3
, (5)

where x = 1, 2, · · · , rmaxr
0

.

Fig. 4: Layers of the communication range of an anchored
node.

A. Probability Distribution of In-degrees of Anchored
Nodes

The probability density function of the in-degrees of
anchored nodes p(k) is given by:

p(k) =




rmax
r
0∑

x=1

Q(x · r0 ) · g(x · r0 )





k

·





rmax
r
0∑

x=1

Q(x · r0 ) · g(x · r0 )





K−k

,

(6)

where Q(x · r0) denotes the probability of a link (the link
length is equal to x · r0 ) existing in the network topology,
and Q(x · r

0
) denotes the probability of a link (the link

length is equal to x·r
0
) not existing in the network topology.

Q(x · r
0
) and Q(x · r

0
) are written as:

Q(x · r0) =

rmax
r0∑

κ=x

Pc(κ · r0 , x · r0) · q(κ · r0), (7)

Q(x · r0) = 1−Q(x · r0)

=

x−1∑

κ=1

q(κ · r0) +

rmax
r0∑

κ=x

[1− Pc(κ · r0 , x · r0)] · q(κ · r0),
(8)

where q(·) denotes the probability density function of the
communication ranges of anchored nodes.

The form of (6) motivates us to construct the expression
of p(k) as a geometric distribution:

p(k) = β · b−k, b > 1, (9)

and there is
∑K
k=0 p(k) = 1, which yields that β ·

∑K
k=0 b

−k = β · 1−(
1
b )
K+1

1− 1
b

= 1. Hence, we obtain that:

β =
1− 1

b

1−
(
1
b

)K+1
. (10)

Thus, Rt(G(V,E)) can be rewritten as:

Rt(G(V,E)) =
Ne ·K
N

·
{
1−

K∑

k=0

p(k) · (1− α)k+1

}

=
Ne ·K
N

·
{
1− (1− α) ·

(
1− 1

b

)

1−
(
1
b

)K+1
· 1− ( 1−α

b
)K+1

1− 1−α
b

}
.

(11)

When K is large enough (the anchored nodes are not
sparsely deployed), there is obviously ∂Rt(G(V,E))

∂b < 0,
which indicates that the increase of b leads to the decrease
of Rt(G(V,E)).

Besides, in order to guarantee the topology connectivity,
the total number of in-degrees of anchored nodes should
satisfy the following inequality:

(N − 1) ·N ≥ N ·
K∑

k=0

k · p(k) ≥ N − 1, (12)

where
∑K
k=0 k · p(k) can be further approximated as:

K∑

k=0

k · p(k) ≈ β ·
∫ K

0

k · b−kdk

=
1− 1

b

1−
(
1
b

)K+1
·
{

1

(ln b)2
− b−K

(ln b)2
− K · b−K

ln b

}
,

(13)

which is approximately equal to b−1
b·(ln b)2 , and (13) implies

that the maximum value of b can be achieved when∑K
k=0 k · p(k) = N−1

N .
Some numerical results of b are provided in Fig. 5. Fig. 5

indicates that the numerical value of b is related to N : b is
gradually decreased with the increase of N when N < 700,
and b almost remains a constant 2.05 when N ≥ 700.

200 400 600 800 1000 1200 1400

2.01

2.04

2.07

2.10

2.13

2.16

N
um

er
ic

al
 v

al
ue

 o
f b

Number of anchored nodes

Fig. 5: Numerical value of b (the probability in the geo-
metric distribution of in-degrees of anchored nodes).

B. Probability Distribution of Communication Ranges of
Anchored Nodes

To guarantee that the communication range of each
anchored node falls into the value interval [r0 , rmax], we
enable the communication ranges of anchored nodes to
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obey a binomial distribution B
(
rmax
r
0
, λ
)

, and the prob-

ability density function q(x · r
0
) (1 ≤ x ≤ rmax

r0
) is defined

as:

q(x · r0) =
(
rmax
r
0
− 1

x− 1

)
· λx−1 · (1− λ)

rmax
r
0
−x
, (14)

where 0 ≤ λ ≤ 1.
According to (6), (9) and (14), we can obtain the numer-

ical value of λ by the following equations:




∑
rmax
r0

x=1 Q(x·r
0
)·g(x·r

0
)

∑
rmax
r0

x=1 Q(x·r
0
)·g(x·r

0
)

= b,

{∑ rmax
r
0

x=1 Q(x · r0) · g(x · r0)
}K

= β,

(15)

and (15) can be further simplified as:




∑ rmax
r
0

x=1 Q(x · r0) · g(x · r0) = K
√
β,

∑ rmax
r0

x=1 Q(x · r0) · g(x · r0) =
K√β
b
.

(16)
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Fig. 6: Numerical value of λ (the probability in the binomial
distribution of communication ranges of anchored nodes).

As shown in Fig. 6, λ is increased with the increase of
N . Specially, λ = 0.64 when N = 1, 000.

V. ANTI-THEFT TOPOLOGY CONTROL MECHANISM

Anti-Theft Topology Control Mechanism (ATTCM) is
designed for the topology construction in insecure UASN.
In ATTCM, each anchored node set its initial communica-
tion range according to the obtained binomial distribution,
as described in Section IV.B. Then, the communication
ranges of anchored nodes are checked and adjusted to
guarantee the topology connectivity (there is at least an
available communication path from each anchored node
to the surface sink). Note that ATTCM is a completely
distributed mechanism, and thereby the communication cost
and computation cost of ATTCM are very low.

TABLE I provides the main symbols used in the descrip-
tion of ATTCM.

TABLE I: Symbols in ATTCM description

Symbol Definition

Sc
Set of anchored nodes whose communication ranges
having been checked

Su
Set of anchored nodes whose communication ranges
having not been checked

C(i) Coordinate of an anchored node vi
random(0, tb) Random backoff time
tw Waiting time
msg type Type of message

inquire msg
Message from a newly checked node to inquire the
neighboring unchecked nodes

reply msg
Message from an unchecked node to reply the
received inquire msg

check msg
Message from a newly checked node to confirm
the link of an unchecked node

A. Detailed Description of ATTCM

The detailed description of ATTCM is given as follows:

Step 1. The binomial distribution of communication
ranges B

(
rmax
r
0
, λ
)

is determined by (16), and then

each anchored node vi sets its communication range r(i)
according to the binomial distribution independently. Sc
and Su are initialized by:

Sc ← vs, Su ← V \ vs. (17)

Step 2. The communication ranges of anchored nodes
are checked and adjusted. This process is started from vs
and will be executed for several rounds. In each round,
each newly checked node (the anchored node is added to
Sc in the last round) broadcasts an inquire msg in the
maximum communication range rmax.

Suppose vj has been checked in the (t − 1)-th round,
and in the t-th round vj broadcasts an inquire msg
which contains a quintuple (msg type, vj , t, C(j), r(j)).
Besides, the inquire msg is broadcasted by each newly
checked node after a random backoff time random(0, tb),
and thus the communication collisions can be avoided.

Step 3. Suppose vi receives the inquire msg from vj ,
and the following two cases are discussed:

• (i) if vi ∈ Sc, and then the received inquire msg is
ignored;

• (ii) if vi /∈ Sc, and then vi sends a reply msg
containing the initial communication range r(i) to
vj . A reply msg is expressed as a sextuple form
(msg type, vi, vj , t, C(i), r(i)).

Step 4. When vj receives the reply msg from vi,
and then vj sends a check msg to vi in the maximum
communication range rmax. Note that the check msg is
to confirm the existence of the link (i, j), and the existence
of the link (i, j) also indicates that there is at least one
available communication path from vi to vs.
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Fig. 7: Flowchart of ATTCM.

Step 5. After receiving the check msg from vj during
a waiting time tw, Sc and Su are updated by:

Sc ← Sc
⋃
vi, Su ← Su \ vi. (18)

If vi does not receive the check msg from any checked
nodes, and then r(i) is increased by: r(i) ← r(i) + r

0
.

The stage from Step 3 to Step 5 will be repeated until r(i)
has been increased to rmax.

ATTCM should be re-executed at a constant interval,
and thus the communication ranges of anchored nodes are
periodically varied to balance the energy consumption of
anchored nodes. Moreover, there are some vital anchored
nodes, such as the anchored nodes with larger communica-
tion ranges or carrying more confidential information, and
the re-execution mechanism can prevent the eavesdroppers
from finding these vital anchored nodes.

The flowchart of ATTCM is depicted in Fig. 7, and the
message interactions in ATTCM are illustrated in Fig. 8,
where there are two unchecked nodes vi and vk adjacent to
a newly checked node vj , and vk increases the communi-
cation range r(k) when it does not receive the check msg
during a waiting time. vi receives the check msg and
becomes a newly checked node, and then vi broadcasts an
inquire msg to inquire the neighboring unchecked nodes.

Fig. 8: Message interactions in ATTCM.

B. Complexity of ATTCM

TABLE II shows the communication complexity and
computational complexity of each step in ATTCM.

The messages of ATTCM are mainly generated in Step 2,
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Step 3, and Step 4. In Step 2, at most (N−1) checked nodes
broadcast the inquire msgs. In Step 3, each unchecked
node sends the reply msg to at most K neighboring
checked nodes. In the worst case, K · (N − 1) · rmaxr

0

reply msgs are produced. In Step 4, each checked node
sends at most K check msgs, which gives rise to a total
number of K · (N − 1) check msgs. When rmax is large
enough, the value of K is related to that of N , and thus
the communication complexity of ATTCM is of O(N2).

With regard to the computational complexity: in Step 1,
O(1) computations are required for obtaining the numerical
value of λ. In Step 2, each checked node should generate
an inquire msg and determine a random backoff time,
and thus there is a total of O(N) computations. Likewise,
the number of computations in Step 3 and Step 4 reaches
O(N) as well. In Step 5, the sets Sc and Su are updated
for the newly checked nodes, and there are O(N) updates.
Therefore, the computational complexity of ATTCM is of
O(N).

TABLE II: Complexity of ATTCM

Step Communication Complexity Computational Complexity

1 0 O(1)
2 O(N ) O(N )
3 O(N2) O(N )
4 O(N2) O(N )
5 0 O(N )
Total O(N2) O(N )

C. Theft Ratio of ATTCM

As described in Step 5 of ATTCM, some unchecked
nodes could not receive the check msgs from neighboring
checked nodes and have to increase their communication
ranges in the following cases: (i) the initial communication
ranges of the unchecked nodes are shorter than the dis-
tances to the neighboring checked nodes; (ii) reply msgs
or check msgs are not received due to the underwater
probabilistic links.

Suppose the communication range of an unchecked node
is r (r

0
≤ r ≤ rmax), and the probability of the unchecked

node increasing its communication range is written as:

Pa(r) =P (r ≥ d) · [1− Pc(r, d)] + P (r < d)

=

r−r
0

r
0∑

x=0

g(r − x · r0) · [1− Pc(r, r − x · r0)]

+

rmax−r
r
0∑

x=1

g(r + x · r0).

(19)

Then, the expectation of increase in the communication
range is expressed as:

E(4r) = r0 ·

rmax
r
0
−1

∑

x=1




q(x · r0) ·

rmax
r
0
−x

∑

y=1

[y · Pi(y)]




, (20)

where Pi(y) denotes the probability of the communication
range being increased by y · r0 :

Pi(y) =

y−1∏

k=0

Pa(x · r0 + k · r0) · [1− Pa(x · r0 + y · r0)] .

(21)

Thus, the expectation of communication range is denoted
by E(r) and is expressed as:

E(r) = (rmax − r0) · λ+ E(4r). (22)

Therefore, the expectation of theft ratio of data messages
is given by:

E(Rt(G(V,E))) =
Ne ·K
N

·



1−

E(r)
r
0
−1

∑

x=1





{
[(x+1)·r0 ]3−(x·r0 )3

E(r)3

}

·
{

1− Pc(E(r), x · r0)+
Pc(E(r), x · r0) · (1− α)

}







,

(23)

where
[(x+1)·r

0
]3−(x·r

0
)3

E(r)3 denotes the probability that the
distance between an anchored node and an eavesdropper
falls into the numerical interval [x · r0 , (x + 1) · r0), and
[1−Pc(E(r), x · r0)]+Pc(E(r), x · r0) · (1−α) denotes the
probability that an eavesdropper fails to capture or break
the data messages disseminated by neighboring anchored
nodes.

VI. SIMULATIONS

In this section, ATTCM is evaluated by observing the
performance variations with respect to different parameters
and by comparing with other algorithms (TCLE, TCSCN,
and TCM). We develop a simulator using Python language
to assess the performance of ATTCM. Each anchored node
generates a new data message every second, and the settings
of main parameters are given in TABLE III.

TABLE III: Simulation parameters

Parameter Description Value

N Number of anchored nodes 1,000
Ne Number of eavesdroppers 3

vol(D) Volume of underwater space
200×150
×100 m3

rmax Maximum communication range 20 m
r0 Minimum communication range 2 m
σ Rayleigh fading parameter 1.0
b Probability in geometric distribution 2.05
λ Probability in binomial distribution 0.64
tb Maximum backoff time 0.5 s
tw Waiting time 1.5 s

Suw
Propagation speed of underwater acoustic

sound 1,500 m/s

Lm Size of each data message 500 B
B Channel capacity 8 kbps

ρ
Probability of generating a data
message each second 0.05

α
Probability of an eavesdropper
breaking a captured data message 0.3

Note that the anchored nodes typically equip a kind of
miniature acoustic modems [22], [23] which are with small
size, low cost, and low energy consumption. Hence, the
communication ranges of anchored nodes are small.
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A. Topology Connectivity

Some example topologies obtained by ATTCM are pro-
vided in Fig. 9, where the nodes with in-degrees larger
than 6 are marked in red. Fig. 9 indicates that the number
of anchored nodes with the in-degrees larger than 6 is
much smaller than N , i.e., most of the anchored nodes
adopt small communication ranges to maintain the topology
connectivity, and thus the theft ratio of data messages can
be reduced.

ATTCM endows each anchored node with at least one
available communication path to the surface sink. How-
ever, some communication paths could be invalid due to
the underwater probabilistic links. To measure the quality
of topology connectivity, we observe the average path
connectivity which is calculated as

∑N
i=1 Conn(i)

N , and the
simulation results are presented in Fig. 10, which shows that
the average path connectivity grows with the increase of N
or rmax, and this is attributed to the following two facts:
(i) when the anchored nodes are deployed more densely
(N becomes larger), more available communication paths
from each anchored node to the surface sink can be found,
and hence the average path connectivity is improved; (ii)
because the communication ranges of anchored nodes obey
a binomial distribution given in (14), and a larger rmax
always gives rise to the larger communication ranges of
anchored nodes, which makes more potential links exist in
the topology of UASN.

(a) 600 anchored nodes

(b) 1,000 anchored nodes

Fig. 9: Example topologies obtained by ATTCM (N = 600,
and N = 1, 000).
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Fig. 10: Average path connectivity under different settings
of N and rmax.

B. Theft Ratio

In Fig. 11(a), we observe that more data messages are
stolen by eavesdroppers with the increase of N or rmax,
and this is because the increase of N or rmax leads to
the enlargements of the communication ranges of anchored
nodes, implying that each eavesdropper could eavesdrop
on more anchored nodes. Besides, the probability of an
eavesdropper capturing the data messages disseminated by
neighboring anchored nodes is raised, when the communi-
cation ranges of anchored nodes are enlarged.

Moreover, as depicted in Fig. 11(b), a larger α indicates
that the eavesdroppers are easier to break the captured
data messages (e.g., each eavesdropper has a stronger
computational power, or the data messages are encrypted
by a simpler encryption method). A larger Ne indicates
that more eavesdroppers have navigated into the underwater
space, and hence more data messages are probably captured
and broken by eavesdroppers. Specially, the theft ratio of
data messages reaches 18.7% when α = 0.9 and Ne = 5.

C. Average Energy Consumption

The average energy consumption is obtained as the aver-
age of all anchored nodes in unit time (every second), and
thus the regularity in the variations of energy consumption
can be observed. The energy consumption is calculated
as [24], and the calculation details of energy consumption
are provided in the section of Appendix.

Fig. 12 illustrates the average energy consumption with
the variations of N and rmax. Two observations are ob-
tained as follows: (i) the curved surface gradually rises
up with the increase of N , and this is because the aver-
age energy consumption is linearly related to the number
of anchored nodes; (ii) the average energy consumption
rapidly grows as rmax increases, and the reason for this
phenomenon is that a larger rmax makes the anchored
nodes adopt larger communication ranges, and the anchored
nodes consume more energy with larger communication
ranges.

The impact of rmax on the average energy consumption
is much larger than that of N , because the number of
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Fig. 11: Theft ratio.

neighboring anchored nodes is the third-power of the com-
munication range of an anchored node, while the average
energy consumption is linearly related to the number of
anchored nodes.

Fig. 12: Average energy consumption under different set-
tings of N and rmax.

D. Algorithm Comparisons

To further analyze the merits of ATTCM, we compare
ATTCM with other algorithms (TCLE, TCSCN, and TCM).
These algorithms are compared in terms of the average
path connectivity, theft ratio, average energy consumption,
and propagation delay. The simulation results are given in
Fig. 13 and Fig. 14.

To make the fair comparisons among these algorithms,
these algorithms adopt the same calculations of energy
consumption and transmission delay, as described in Sec-
tion VIII. Besides, the simulation parameters describing the
network environment are set the same, such as the number
of nodes, number of eavesdroppers, size of deployment
space, size of each data message, maximum/minimum com-
munication range, and the parameters in signal irregularity
formula.

Fig. 13 and Fig. 14 indicate that ATTCM outperforms
other algorithms in terms of theft ratio and average energy
consumption significantly. The reason for the phenomena
in Fig. 13(b) and Fig. 14(a) is that ATTCM set the commu-
nication ranges of anchored nodes according to a binomial
distribution to reduce the theft ratio of data messages,
i.e., the communication ranges of anchored nodes are set
smaller when there has been one available communication
path from each anchored node to the surface sink, and
such mechanism can protect the data messages from being
captured by the eavesdroppers as much as possible. Thus,
the theft ratio of data messages is reduced, while the
average energy consumption of anchored nodes is cut down
as well. Besides, the theft ratio curve of TCM is lower than
those of TCLE and TCSCN, and this is because a digital
signature authentication is applied in TCM.

As shown in Fig. 13(a), the curves regarding the average
path connectivity gradually ascend with the increase of N .
When N > 1, 000, ATTCM obtains the best results among
these algorithms. The results of TCSCN are larger than
those of ATTCM when N < 950, and this is due to the
fact that TCSCN allows some anchored nodes to adopt
large communication ranges when the number of anchored
nodes is small, and more available communication paths
can be found. When the number of anchored nodes becomes
larger, the topology connectivity of ATTCM is remarkably
improved through increasing the value of λ.

In Fig. 14(b), the propagation delay is computed as
the average delay of data messages disseminated from the
source nodes to the surface sink, and the transmission delay
on each link is calculated as [25]. Likewise, when N is
large enough, the propagation delay of ATTCM is very
preferable. With the increase of the number of anchored
nodes, the propagation delay of all these algorithms is
reduced, because better relay nodes can be selected for the
data message dissemination when the anchored nodes are
deployed more densely. The propagation delay of ATTCM
is shorter than those of other algorithms when the number
of anchored nodes is large enough, due to the desirable
network topology generated by ATTCM.

The above simulation results demonstrate that ATTCM
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can reduce the theft ratio of data messages effectively
through making a tradeoff between the theft ratio and
the topology connectivity, and it is especially suitable
for the topology construction of UASN invaded by some
eavesdroppers.
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Fig. 13: Comparisons of average path connectivity and theft
ratio (confidence interval=0.95).

VII. CONCLUSIONS

This study explores the topology control problem in
UASN invaded by some eavesdroppers. To reduce the theft
ratio of data messages and guarantee the topology connec-
tivity, the probability distribution of in-degrees of anchored
nodes is first investigated, and then a binomial distribution
of communication ranges of anchored nodes is derived to
generate the network topology. In our proposed Anti-Theft
Topology Control Mechanism (ATTCM), each anchored
node sets the initial communication range according to the
binomial distribution, and then the communication range of
each anchored node is checked and adjusted to guarantee
the topology connectivity. Simulation results demonstrate
that ATTCM can reduce the theft ratio of data messages
effectively, while ATTCM can guarantee that there is at
least one available communication path from each anchored
node to the surface sink.

600 700 800 900 1000 1100 1200 1300 1400
10

20

30

40

50

60

70

Av
er

ag
e 

en
er

gy
 c

on
su

m
pt

io
n 

(J
/s

)

Number of anchored nodes

 ATTCM
 TCLE
 TCSCN
 TCM

(a) Average energy consumption

600 700 800 900 1000 1100 1200 1300 1400
4.0

4.4

4.8

5.2

5.6

6.0

6.4

Pr
op

ag
at

io
n 

de
la

y 
(s

)

Number of anchored nodes

 ATTCM
 TCLE
 TCSCN
 TCM

(b) Propagation delay

Fig. 14: Comparisons of average energy consumption and
propagation delay.

In ATTCM, several parameters should be calculated
according to the deployment environment of UASN, and
the calculated parameters should be released to all anchored
nodes for their use. This process could bring a large delay,
which should be further considered in our work.

The movement of eavesdroppers may be much more
intelligent, and more data messages could be purpose-
fully stolen by eavesdroppers, e.g., the eavesdroppers
move around some anchored nodes with high degrees.
A lightweight encryption/decryption mechanism with low
complexity could help to reduce the number of data mes-
sages stolen by eavesdroppers effectively. Besides, in real
scenario of UASN applications, more characteristics regard-
ing the acoustic channels, such as the variable speed of
sound, reflection, refraction, and large propagation losses,
should be considered in the acoustic channel model. Our
future research will focus on investigating these issues.

VIII. APPENDIX

A. Energy Consumption

The energy consumption is mainly produced by the sonar
of nodes due to the transmissions of acoustic waves. For
example, the energy consumption of an anchored node vi
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for each data message dissemination (in Joule per byte) is
calculated by:

E(r(i)) =
P0 · r(i)ε+1 · 10

r(i)·α(f)
10

Suw
,

where P
0

denotes the minimum received power level to
guarantee the required quality of reception [24]. The energy
spreading factor and absorption coefficient are denoted by
ε(ε ∈ [1, 2]) and α(f), respectively.

The absorption coefficient for the frequency range of
interest is calculated according to Thorp’s expression, as
introduced in [24]:

α(f) =
0.11f2

1 + f2
+

44f2

4100 + f2
+ 2.75 · 10−4f2 + 0.003,

where α(f) is in dB/km, and f is in kHz. The total energy
consumption of all anchored nodes is calculated by:

Etotal =
N∑

i=1

E(r(i)).

B. Transmission Delay

The transmission delay on a link (i, j) is expressed
as [25]:

TD(i, j) =
Lm
B

+
d(i, j)

Suw
,

where Lm is the size of each data message, and B denotes
the channel capacity (in bits per second). The transmission
delay consists of the channel preparation delay and the
propagation delay. Lm

B denotes the channel preparation
delay (the period of data messages being prepared on
channels), and d(i,j)

Suw
denotes the propagation delay which

is caused by the propagation of acoustic waves.
In real underwater environment, the communication

bandwidth is related to temperature, pressure, and water
salinity, and thus the communication bandwidth could be
different with different water depth. If the variation of
the communication bandwidth is considered, the anchored
nodes with larger communication bandwidth should be with
larger in-degrees, i.e., these anchored nodes should under-
take more relay tasks for the data message dissemination.
This method can be easily evolved from our proposed
ATTCM by assigning larger weights to the anchored nodes
with larger communication bandwidth.
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