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Abstract—Peer-to-Peer (P2P) resource sharing pro-
motes local resource-hungry task offloading to other
mobile devices and balances the resource consumption
between mobile devices. Most of existing P2P task
offloading systems aims to solve the resource sharing
between one pair exclusively without considering the
cost of resource supply and the strategic behaviors of
mobile users. In this paper, we propose two user models
for the P2P task offloading system: honest user model
and strategy user model. For the honest user model, we
formulate the resource allocation maximization problem
with latency and energy consumption constraints as
an Integer Linear Programming. We show that the
solution for honest user model can output 189% re-
source transactions of that for the strategic users. For
the strategy user model, we propose a double auction-
based P2P task offloading system, and design a truth-
ful multi-resource transaction mechanism to maximize
the number of resource transactions. We first group
the mobile users based on the connected components
to improve the efficiency of double auction. Then we
utilize the McAfee Double Auction to price the resource
transactions. Finally, we split each winning mobile user
of double auction into multiple virtual mobile users, and
use the matching approach to calculate the resource
allocation. Through both rigorous theoretical analysis
and extensive simulations, we demonstrate that the
designed multi-resource transaction mechanism satisfies
the desirable properties of computational efficiency,
individual rationality, budget balance, truthfulness for
resource request/supply, and general truthfulness for
bid/ask price.

Index Terms—resource allocation, double auction,
edge computing, task offloading, matching.
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I. Introduction

In the past decade, the popularity of mobile devices
has brought a variety of services to the public. At the
same time, wireless communication network has an explo-
sive growth. Smartphone has integrated various resources,
such as communication resource, computing resource, data
resource and storage resource. Although the resource ca-
pacity and hardware technology of mobile devices have
significantly improved in recent years, it still cannot meet
the requirements of mobile applications, which become
more and more complex and resource-hungry.
The recently emerged task offloading architecture Multi-

access Edge Computing (MEC) is a promising paradigm
to solve this problem. The main feature of MEC is to
use a various types of resources (e.g., computing resource,
communication resource, storage resource) of the edge
nodes to enable resource-intensive and latency-critical ap-
plications at the resource-limited mobile devices [1]. A
large number of mobile devices, including smartphones,
tablets and laptops, have integrated various resources. The
ubiquitous underutilized resources of mobile devices can be
utilized to help other mobile devices to perform resource-
hungery tasks. Comparing with traditional task offloading
systems, such P2P task offloading systems can provide
more shareable resources with low price.
Short-distance communication technique is a feasible and

efficient way to help resource sharing. There are many kinds
of proven short-distance communication technologies so far,
including Bluetooth, NFC, WLAN, D2D communication,
infrared communication and so on. When a large number
of mobile phone users are concentrated in a small area, such
as office buildings and apartment buildings, there will be a
quantity of devices with insufficient or redundant resources,
providing the user base of P2P resource sharing. For ex-
ample, a device running a game can offer communication
resource but requires computation resource, while a device
with a downloading task can provide computation resource
but needs communication resource. With the P2P resource
sharing, the downloading can be completed faster, and the
player will have better experience.
With the development of short-distance communication

technology, many P2P resource sharing systems have been
proposed. However, most of existing work [2, 3, 4] considers
that the resource sharing only happens in one pair exclu-
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sively, even if some devices can provide enough resource
to multiple device. Such one-to-one resource sharing model
may lead to low resource sharing efficiency. Many-to-many
resource sharing model is practicel and efficient. For ex-
ample, [5] proposes a cooperative video processing system,
where the video can be divided into video chunks. Then
the system sends the video chunks to different devices for
analysis.

Another special problem in P2P resource sharing is that
the communication distance of the device is limited. In
practice, the devices can be at anywhere, so they are not
fully connected. In past studies, this problem was rarely
considered. For examples, Chen et al. [6] focus on the task
offloading to devices that can harvest energy and provide
computation offloading services to the nearby users. In this
model, the author assumed that participants could estab-
lish direct communication connections between others. In
[7], all the users are assumed in close proximity of each
other.

From the perspective of resource allocation mechanism
design, many researches [8, 9, 10] did not take into account
the strategic behavior of users, which can seriously hinder
the potential collaboration of users. For example, in [11], a
multi-cell, multi-server MEC system is considered and each
base station is equipped with a MEC server that assists
mobile users by providing computation offloading services.
In this system, in order to execute the allocation algorithm,
MEC servers and users need to submit private information.
However, this algorithm does not take into account that the
MEC servers and users may lie on the private information.
In practice, the users usually tend to lie about the private
information in order to improve their utilities. Therefore,
the designed resource sharing mechanism should discourage
the strategic behaviors. STrategy-proof double Auctions for
multi-cloud, multi-tenant bandwidth Reservation (STAR)
[12] is an open market of cloud bandwidth reservation
using double auction to match cloud tenant with cloud
providers. STAR contains two auction mechanisms, and
the second mechanism named STAR-Padding can be used
in the general scenario, in which the bandwidth capacities
of the cloud providers can be different, and the tenants
demands are divisible. [13] proposes a truthful double
auction mechanism for sensing task allocation, where there
are multiple tasks in the crowdsensing system. In [14],
authors propose a multi-attribute-based double auction
mechanism in vehicular fog computing, which considers
both the price and non-price attributes and can ensure
the truthfulness. In summary, the above three resource
transaction mechanisms cannot be used directly in our P2P
task offloading system due to the connectivity constraint
and request/supply diversity. Futher, different from the
truthful allocation algorithm proposed in [15, 16], truth-
fulness for both bid/ask price and resource request/supply

simultaneously is desired in our system.
Our study focuses on designing the task offloading mech-

anisms that enable mobile users (MUs) to share their
resources flexibly by addressing the above-mentioned prob-
lems. In our system, we consider that each MU requests
some types of resources, and the demand for each type of
resource is different. Additionally, the task is divisible and
can be offloaded to multiple MUs within the communica-
tion range.
The problem of designing multi-resource transaction

mechanism for P2P task offloading system is very chal-
lenging. First, the resource sharing of MUs typically incurs
cost, such as energy consumption and data usage. The
MUs may take a strategic behavior by submitting dishonest
bid/ask price or resource request/supply to maximize their
utilities. The designed mechanism should stimulate the
truth-telling of private information of MUs. Second, each
MU may request different number of resources. This means
we cannot straightforwardly use the traditional Single-
unit McAfee Double Auction [17], where each seller/buyer
only sells/buys one unit of items. Moreover, due to the
different request/supply of MUs, the matching approach,
which is usually used for the resource allocation problem,
also cannot be applied directly. Finally, the connectivity of
MUs can largely affect the efficiency of resource transaction
due to the possible disconnection between the traders.
The main contributions of this paper are as follows:
• We present two system models: honest MU model and

strategic MU model. In honest MU model, we assume
that there is no cost to the resource provider, and all
MUs submit their resource request/supply honestly. In
strategic MU model, there is a private cost of resource
provider, and the MUs can behave strategically by
submitting dishonest bid/ask price and resource re-
quest/supply.

• We formulate the allocation maximization problem for
honest MUs as an Integer Linear Programming (ILP)
and obtain the optimal solution through the integer
programming problem solver.

• We further formulate the transaction maximization
problem for the strategic MUs. We propose a Truth-
ful Multi-resource Transaction Mechanism (TMTM),
which integratesMcAfee Double Auction and matching
approach, to maximize the number of resource trans-
actions.

• We show that the designed truthful multi-resource
transaction mechanism satisfies the desirable prop-
erties of computational efficiency, individual ratio-
nality, budget balance, value/cost-truthfulness, and
request/supply-truthfulness.

The rest of the paper is organized as follows. Section II
formulates and solves allocation maximization problem for
honest MUs. Section III formulates the system model for
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strategic MUs and lists some desirable properties. Section
IV presents the design rationale of TMTM. Section V
presents the detailed design and the analysis of TMTM.
Performance evaluation is presented in Section VI. Section
VII discusses the implementation problems of TMTM.
Section VIII concludes this paper.

II. Transaction Maximization for Honest MU
Model

We consider a P2P task offloading system consisting of
a BS and a set of MUs. Due to the limit of resources, each
MU has a task that is expected to be completed through
resource sharing. Each task can be divided into multiple
subtasks, each subtask requires one type of resource, and
the subtasks can be offloaded to other neighboring MUs.

We denote N = {1, 2, ..., N} as the set of MUs. The
types of resources are denoted as K = {1, 2, ...,K} . For
each resource k ∈ K and each MU i ∈ N , let τki be the
task of MU i requesting resource k. Let rki and ski be the
request and supply of MU i for resource k, respectively.
Note that no MU can request and supply for the same
resource simultaneously. Both rki and ski are normalized by
the resource unit, i.e., rki , ski ∈ N. Let bki and aki be the
unit value/cost of MU i to request/supply resource k of
one unit, respectively.

Fig. 1. Task offloading system under honest MU model

As illustrated by Fig. 1, each MU i first submits rki , ski ,
bki and aki for every resource k to BS. In this section, we
consider that each MU i is honest, and it always submits
the real values of rki , ski , bki and aki to the BS. Then the BS
calculates the resource allocation QN×N×K , where Qki,j is
the number of resource k MU i obtained from MU j. The
BS notifies the MUs of the resource allocation. Finally, the
MUs offload the tasks based on the resource allocation.

We give an illustrative example of P2P multi-resource
allocation. Let k = 1, 2, 3 indicate computation resource,
communication resource and storage resource, respectively.
The computation resource is the CPU cycles, which may be
required by the computation sensitive tasks. The communi-
cation resource is the data usage, which may be required by
the multimedia data uploading tasks. The storage resource
may be required by the urgent data storage tasks. For
example, suppose that a sensor node would die soon due
to the energy depletion. Then its sensed data needs to be
transferred to other sensor nodes urgently. The sensed data

is dividable and can be stored in multiple sensor nodes since
it will be uploaded to the cloud server ultimately. Note that
the resource request and resource supply are normalized
by the resource unit. For example, the resource units of
computation resource, communication resource and storage
resource are 0.1 GHz, 1 KB and 1 KB, respectively. We
consider that there are two MUs. MU i requests compu-
tation resources of 60 units and communication resources
of 50 units, i.e., r1

i = 60, r2
i = 50. Meanwhile, MU i

can supply storage resources of 50 units, i.e., s3
i = 50.

MU j can supply computation resources of 40 units and
communication resources of 60 units, i.e., s1

j = 40, s2
j = 60.

Meanwhile, MU j requests storage resources of 30 units,
i.e., r3

j = 30. Theoretically, we can obtain the maximum
resource allocation of 120 units between these two MUs by
Q1
i,j = 40, Q2

i,j = 50 and Q3
j,i = 30, where Q1

i,j = 40
represents that MU i obtains computation resources of
40 units from MU j, Q2

i,j = 50 represents that MU i
obtains communication resources of 50 units from MU
j, and Q3

j,i = 30 represents that MU j obtains storage
resources of 30 units from MU i.
We consider that the communication between MUs is

based on Orthogonal Frequency Division Multiple Access
(OFDMA). The data transmission rate of the link from any
MU i to MU j can be given as:

Ri,j = Wi,j log

(
1 +

Ptil
−β
i,j

σ2

)
(1)

where Wi,j is the bandwidth of the link from MU i to MU
j. Pti is the transmission power of MU i. li,j is the distance
between MU i and MU j. β is the path loss exponent. σ2

is the noise power of the channel.
For any two MUs i, j ∈ N and resource k ∈ K, the unit

resource execution time of task τki by using MU j’s resource
can be calculated as:

T ki,j = Dk
i

Ri,j
+ TP ki,j (2)

where Dk
i is the unit resource data volume that needs to

be offloaded. Dk
i /Ri,j represents the unit resource uplink

transmission time. TP ki,j represents the unit resource task
processing time, which depends on the type of requested
resource.
We omit the downlink transmission time since the data

volume of processing results is usually much smaller than
that of tasks. Particularly, the tasks requesting communi-
cation resource or storage resource only need the acknowl-
edgements, and the downlink transmission time is very
small.
Here, we give the unit resource task processing time for

computation resource, communication resource and storage
resource. Same as the illustrative example given above, let
k = 1, 2, 3 indicate computation resource, communication
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resource and storage resource, respectively. Then, unit
resource task processing time can be calculated as:

TP ki,j =


Dk

i

f , k = 1
Dk

i

Rj,0
, k = 2

0, k = 3
(3)

where f is the CPU cycle frequency of unit computation
resource, e.g., f=0.1 GHz in the illustrative example. Rj,0
is the data transmission rate of the link from MU j to the
BS. Rj,0 can be calculated through same method given in
formula (1). We omit the storage time since it is rather
small comparing with computation time and transmission
time.

For arbitrary two MUs i, j ∈ N and resource k ∈ K, the
unit resource energy consumption of task τki by using MU
j’s resource can be calculated as:

Hk
i,j = Pti

Dk
i

Ri,j
+HP ki,j (4)

where Pti
Dk

i

Ri,j
represents the unit resource energy con-

sumption for uploading data volume Dk
i . HP ki,j represents

the unit resource energy consumption for task processing,
which also depends on the type of requested resource. For
same reason, we omit the downloading energy consumption.

The unit resource energy consumption for task process-
ing can be calculated as:

HP ki,j =


αf3·TP ki,j , k = 1
Ptj ·TP ki,j , k = 2

0, k = 3
(5)

where α is the effective capacitance coefficient of the CPU.
We omit the energy consumption of storage since it is
rather small comparing with the energy consumption of
computation and transmission.

To guarantee the offloading efficiency and low energy
consumption, we set the latency constraint and the energy
consumption constraint for each possible resource alloca-
tion. We set the threshold of unit resource execution time
T k and the threshold of unit resource energy consumption
Hk for each resource k. The thresholds depend on the
quality of service provided by the P2P task offloading
systems.

For any MU i, the resource of k that i is provided can be
calculated as

∑
j∈N ,j 6=i

Qki,j . Accordingly, the total resource

supply from all MUs is:∑
k∈K

∑
i∈N

∑
j∈N ,j 6=i

Qki,j (6)

Note that the resource sharing only happens between two
MUs who are close to each other. We denote the connectiv-
ity of all MUs as connectivity matrix d , where di,j = 1 if
MU i and MU j are in the range of their communications,

and di,j = 0 otherwise. Specifically, di,j = 0 if i = j. The
connectivity matrix can be obtained through BS location
service.
The objective is maximizing the resource allocation of

the P2P task offloading system, which can be formalized
as:

max
∑
k∈K

∑
i∈N

∑
j∈N ,j 6=i

Qki,j (7a)

s.t. :
∑

j∈N ,j 6=i
Qki,j ≤ rki ,∀i ∈ N , k ∈ K (7b)

0 ≤
∑

j∈N ,j 6=i
Qkj,i ≤ ski ,∀i ∈ N , k ∈ K (7c)

∑
k∈K

(bki
∑

j∈N ,j 6=i
Qki,j − aki

∑
j∈N ,j 6=i

Qkj,i) ≥ 0, ∀i ∈ N (7d)

Qki,j ≥ 0,∀i, j ∈ N , k ∈ K (7e)

Qki,j = 0, if di,j = 0,∀i, j ∈ N , k ∈ K (7f)

T ki,j ≤ T k, ∀i, j ∈ N , k ∈ K (7g)

Hk
i,j ≤ Hk, ∀i, j ∈ N , k ∈ K (7h)

The constraint (7b) means that the number of resource
k allocated from other MUs to any MU should not be
more than its request. The constraint (7c) means that the
number of resource k it provides should not be more than
its supply. The constraint (7d) ensures that the total value
is not less than the total cost for any MU, i.e., the payoff
of each MU is non-negative. The constraint (7e) means
that the resources provided by any MU is non-negative.
The constraint (7f) ensures that the task offloading only
happens between the MUs in proximity. The constraint
(7g) means that the unit resource execution time should
meet the latency requirement. The constraint (7h) means
that the unit resource energy consumption is limited by
the energy consumption requirement. We consider that
the BS knows the bandwidth of the links between MUs,
the transmission power and position of each MU. The
unit resource data volume is submitted by the resource
requester.
The constraint (7b) is resonable because the redundant

resources cannot create value for any MU. On the other
hand, we consider that the MUs are not single-minded.
In other words, the required resources can be not fully
satisfied. This is because of the characteristic of P2P task
offloading. Different from offloading tasks to cloud/edge
servers, the resources of MUs are usually not sufficient and
probably cannot fulfill the all resource requests. Thus, it
is more practical to satisfy partial resource requests in the
scenario of P2P task offloading.
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Despite the quality of services may decreases, satisfying
partial resource requests still has many good application
prospects. For examples, obtaining as many communication
resources as possible to upload as much data as possible
to the remote servers, obtaining as many computation
resources as possible to obtain as many results as possible
and obtaining as many storage resources as possible to
store as much data as possible before device shutdown. To
improve the quality of services, we maximize the resource
allocation for P2P task offloading. Note that the allocation
algorithm can be performed periodically, and the MUs can
go on requesting the resources in the next allocation round
if the resource requests are not fully satisfied in the current
allocation round. In addition, the periodic execution makes
the allocation algorithm be adaptable to the time-varying
environments.

We can see that the above transaction maximization
problem is an Integer Linear Programming (ILP) problem,
which can be solved by the integer programming problem
solvers, e.g., IBM CPLEX Optimizer [18].

III. System Model and Desirable Properties for
Strategic MUs

A. System Model
In the previous section, we assume that all MUs submit

their request, supply, unit value, and unit cost honestly. In
this section, we consider the MUs are selfish and rational
individuals. Each MU can behave strategically by submit-
ting a dishonest request, supply, unit value, or unit cost to
maximize its utility.

Auction is a powerful tool to design strategy-proof mech-
anisms for many resource allocation problems, such as spec-
trum allocation [19] and task allocation for crowdsensing
[20, 21, 22]. To address the resource allocation and pricing
problem, we model the task offloading system as a double
auction.

Fig. 2. Double auction based task offloading system.

The definitions of N ,K, rki , ski , Qki,j ,d, di,j , Dk
i are the

same as those in Section II. As illustrated by Fig. 2, we
consider an open resource transaction market consisting of
a BS and many MUs. For each resource k, if any MU i re-
quests the resource k, it will submit a bid Bki = (rki , Dk

i , b
k
i )

to the BS, where bki is the unit bid price in auction, i.e., the
maximum price it can pay for buying one unit of resource
k. Each buyer i of resource k has a real request r̃ki and value

vki , both of which are the private information and known
only to buyer i. Accordingly, if any MU i can supply the
resource k, it will submit an ask Aki = (ski , aki ) to the BS,
where aki is the unit ask price in auction, i.e., the minimum
price it wants to charge for selling one unit of resource k.
Each seller i of resource k has a real supply s̃ki and cost cki ,
both of which are the private information and known only
to seller i.
Given the MU set N , resource set K, connectivity matrix

d, bid profile BN×K , and ask profile AN×K , the BS calcu-
lates the allocation vectorM = (M1,M2, ...,MK), where
Mk is the allocation for resource k ∈ K, and the payment
profile p = (p1,p2, ...,pK), where pk = (pk1 , pk2 , ..., pkN )
is the payment profile for resource k ∈ K, pki is the
payment/charge to MU i for resource k. Then the BS
notifies the MUs of the result, gets the payment from the
buyers, and pays the charge to the sellers. Finally, the MUs
execute the transactions based on the allocation vector.
We define the utility of any seller i as the difference

between the total payment and its total real cost for all
resources:

usi =
∑

k∈K,sk
i
>0

((pki − cki )
∑

j∈N,j 6=i
Qkj,i) (8)

We define the utility of any buyer i as the difference
between the total value and its total charge for all resources:

ubi =
∑

k∈K,rk
i
>0

((vki − pki )
∑

j∈N,j 6=i
Qki,j) (9)

Thus, the utility of any MU i is:

ui = usi + ubi (10)

Note that the utility of any MU who is not included in
allocation vectorM will be zero since it does not buy or sell
any resource in the system, i.e., ui = 0, if

∑
k∈K

∑
j∈N

Qki,j +∑
k∈K

∑
j∈N

Qkj,i = 0. Moreover, the utility of any MU who

cannot supply the resources it claimed will be zero, i.e.,
ui = 0, if

∑
j∈N

Qkj,i > s̃ki ,∀k ∈ K.

We define the utility of BS as the difference between total
payment and total charge:

u0 =
∑
k∈K

∑
i∈N ,rk

i
>0

∑
j∈N ,sk

j
>0

(pki − pkj )Qki,j (11)

Since we consider that the MUs are selfish and rational
individuals, each buyer i can behave strategically by sub-
mitting a dishonest request or dishonest unit bid price to
maximize its utility. Accordingly, each seller i can behave
strategically by submitting a dishonest supply or dishonest
unit ask price to maximize its utility.
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The objective is maximizing the number of transactions
between the MUs, i.e., maximizing the total size of all
resource allocations

∑
k∈K
|Mk| under the constraints of

latency and energy consumption, where |Mk| means the
number of elements in vectorMk.

B. Desirable Properties

Our objective is to design the multi-resource transaction
mechanism satisfying the following four desirable proper-
ties:
• Computational Efficiency: A multi-resource trans-

action mechanism is computationally efficient if the
allocation vector and the payment profile can be com-
puted in polynomial time.

• Individual Rationality: Each MU will have a non-
negative utility when bidding its true request/supply
and unit bid/ask price, i.e., ui ≥ 0,∀i ∈ N .

• Budget Balance: The BS will have a non-negative
utility, i.e., u0 ≥ 0.

• Truthfulness: A multi-resource transaction mech-
anism is request/supply-truthful and value/cost-
truthful (called truthful simply) if reporting the real
request/supply and value/cost is a weakly dominant
strategy for all MUs. In other words, no MU can im-
prove its utility by submitting a false request/supply or
value/cost, no matter what others submit. Specifically,
we say the multi-resource transaction mechanism is
value/cost generally truthful if no MU can improve its
utility in expectation by submitting a false value/cost,
no matter what others submit.

The importance of the first three properties is obvious,
because they together assure the feasibility of the multi-
resource transaction mechanism. The fourth property is
indispensable for guaranteeing the compatibility. Being
truthful, the multi-resource transaction mechanism can
eliminate the fear of market manipulation and the overhead
of strategizing over others for the MUs.

We list the frequently used notations in TABLE I.

IV. Design Rationale of TMTM

In this section, we propose the key technologies used
in our truthful multi-resource transaction mechanism. The
basic idea of TMTM is executing the double auctions for
every resource iteratively. For each resource k ∈ K, TMTM
consists of grouping phase, pricing phase, and allocation
phase. Note that TMTM can be conducted periodically to
meet the large-scale resource request or dynamic resource
request. Here, we give the design rationale of these three
phases briefly in the following subsections.

TABLE I
Frequently Used Notations

Notation Description

N ,K MU set, resource set
N,K Number of MUs, number of resource
N k MU set of resource k
G, gk group set, group k

rk
i , s

k
i

request of MU i for resource k, supply of MU i
for resource k

r̃k
i , s̃

k
i

real request of i for resource k, real supply of i for
resource k

ak
i , b

k
i

unit ask price of i for resource k, unit bid price of
i for resource k

ck
i , v

k
i

cost of i to supply resource k, value of i to obtain
resource k

d,di,j connectivity matrix, connectivity between i and j
dk connectivity matrix of resource k
dk

i,j connectivity between i and j of resource k
QN×N×K resource allocation
Qk

i,j number of resource k MU i obtained from j

τk
i task of MU i requesting reasource k
Ri,j date transmission rate of the link from i to j
Dk

i unit resource data volume of i for resource k

Tk
i,j

unit resource execution time of task τk
i by using

j’s resource

TPk
i,j

unit resource processing time of task τk
i by using

j’s resource

Hk
i,j

unit resource energy consumption of task τk
i by

using j’s resource
HPk

i,j
unit resource processing energy consumption of
task τk

i by using j’s resource

Tk, Hk latency constraint and energy consumption
constraint of resource k

f
CPU cycle frequency of unit computation
resource

Wi,j bandwidth of the link from i to j
li,j distance between i and j
Ak

i , B
k
i ask of i for resource k, bid of i for resource k

AN×K ,BN×K ask profile for resource k, bid profile for resource k
M,Mk allocation vector, allocation for resource k
p,pk payment profile, payment profile for resource k
pk

i payment/charge to i for resource k
us

i , u
b
i utility of seller i; utility of buyer i

ui, u0 utility of MU i, utility of BS
N k,h,s seller set of resource k in group h
N k,h,b buyer set of resource k in group h
Ek,h,s winning seller set of resource k in group h
Ek,h,b winning buyer set of resource k in group h
V Ek,h,s virtual seller set of resource k in group h
V Ek,h,b virtual buyer set of resource k in group h
ϕ maximum supply/request of MUs
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A. Grouping
In our system, the resource transactions only happen

between the MUs within their communication range. The
disconnected MUs will result in the inefficiency of double
auction. Thus, BS first conducts a preprocessing to remove
some disconnected MUs before the double auction. Specif-
ically, for any resource k ∈ K, the grouping phase complies
with the following steps:

1) Remove the MUs who do not request or supply re-
source k and the corresponding links from the connectivity
matrix d. 2) Since the transactions only happen between
sellers and buyers, we further remove the links, which
connect two sellers or two buyers. 3) In addition, we need
to consider the latency constraint and energy consumption
constraint of each possible resource transaction. The BS
calculates the unit resource execution time according to
formula (2) and the unit resource energy consumption
according to formula (4) for each link. If any link can-
not satisfy the latency constraint or energy consumption
constraint, it should be removed. 4) Remove the isolated
MUs. 5) Finally, we group the residual MUs based on the
connected components of connectivity matrix.

Fig. 3. An example of grouping phase, where the blue nodes represent
sellers, the nodes with light color represent buyers. The lines between
the nodes represent the links between the MUs. The letters in the
nodes represent the IDs of MUs.

As illustrated in Fig. 3, we assume that there are
12 MUs who request or supply. We remove the links
(A,B), (J,K), (I, L) and (G,H), which connect two sellers
or two buyers. Suppose that the link from MU I to MU
J cannot satisfy the energy consumption constraint of
resource k. We remove the link (I, J) since the resource
transactions on this link are not feasible. Then we remove
the corresponding isolated MUs G,H, L and J . Finally, we
partition the residual MUs into two groups based on the
connected components. As a result, we reduce the number
of MUs from 12 to 8 through the grouping phase.

B. Pricing
A straightforward idea is to split each seller/buyer

into multiple virtual sellers/buyers with resource re-
quest/supply of single unit for each resource k ∈ K,
and apply Single-unit McAfee Double Auction, which is

a well-known individually rational, budget balanced and
value/cost truthful double auction, to decide the win-
ners and payment. Unfortunately, this approach is not
request/supply truthful under the system model considered
in this paper.

Fig. 4. An example showing the untruthfulness of the single-resource
double auction, where each block represents one resource unit, the
number inside each block represents the unit ask/bid price. The letters
below/above the block represent the MUs. The lines represent the
links between the MUs.

We use an example in Fig. 4 to show the statement. In
this example, s̃kA = 3, akA = 2, s̃kB = 2, akB = 5, s̃kC =
2, akC = 7, r̃kD = 3, akD = 5,r̃kE = 2, akE = 4, r̃kF = 2,
akF = 2. We apply the Single-unit McAfee Double Auction
to decide the winning sellers/buyers and payment/charge.
As a result, the winning seller is A, and the winning buyer
is D. Since there is no link between these two MUs, no
transaction of resource k happens, and the utility of seller
A is zero.
We now consider that seller A lies by submitting skA = 5.

As a result, the winning seller is A, and the winning buyers
are D and E. Since there is a link between seller A and
buyer E, seller A can sell 2 units of resource to buyer E,
and obtain utility of ( 5+2

2 − 2)× 2 = 3. Note that seller A
increases its utility from 0 to 3 by lying about its supply.
The failure of guaranteeing request/supply truthfulness

makes Single-unit McAfee Double Auction less attractive.
In TMTM, we conduct the double auction based on the
sellers and buyers with resource request/supply of multiple
units to price the transactions.

C. Allocation
So far, we have obtained the winning sellers/buyers and

their charge/payment through the double auction. Since
the sellers/buyers can request/supply different number of
resource units, we split each winning seller/buyer into mul-
tiple virtual sellers/buyers with resource request/supply of
single unit. The problem of maximizing the transactions
between the MUs is equivalent to the MBM (Maximum
Bipartite Matching) problem [23] on the bigraph consisting
of virtual sellers and virtual buyers. It is well known that
the MBM problem can be solved by FFA (Ford - Fulkerson
Algorithm) [24]. There may be multiple optimal solutions

Authorized licensed use limited to: Nanjing Univ of Post & Telecommunications. Downloaded on May 13,2021 at 00:25:01 UTC from IEEE Xplore.  Restrictions apply. 



0018-9545 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVT.2021.3079258, IEEE
Transactions on Vehicular Technology

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. XX, NO. XX, XXX 2015 8

for MBM problem, we select one of them randomly as the
resource allocation.

V. Design Details of TMTM
In this section, we present the design details of TMTM,

which consists of three phases: grouping, pricing, and allo-
cation, for the strategic MU model.

A. Mechanism Design
As illustrated by Algorithm 1, TMTM processes each

resource k ∈ K iteratively. For each resource k, the function
Grouping(·) return the group set G and the connectivity
matrix dk of resource k. Based on the group set G, TMTM
executes pricing phase and allocation phase through calling
function Transaction(·), which outputs the allocationMk

and payment profile pk of resource k.

Algorithm 1 : TMTM
Input: MU set N , resource set K, connectivity matrix d,

bid profile BN×K , and ask profile AN×K

1: G← ∅;M← ∅;
2: foreach k ∈ K do
3: dk ← 0;Mk ← ∅; pk ← 0;
4: (G,dk)← Grouping(N , k,d,BN×K ,AN×K);
5: (Mk,pk) ← Transaction(G, k,dk,BN×K ,AN×K);

6: end for
7: return (M = (M1,M2, ...,MK), p =

(p1,p2, ...,pK));

The grouping phase is illustrated in Algorithm 2. Let
N k be the MU set of resource k. We first remove the
MUs who do not request or supply resource k from N k

and remove the corresponding links from the connectivity
matrix dk (Lines 2-9). Afterwards, we further remove the
links, which connect two sellers or two buyers (Lines 12-14),
the unfeasible links (Lines 15-17) and the corresponding
isolated MUs (Line 20). Finally, we group the residual MUs
based on the connected components of connectivity matrix
dk (Line 21).

Next, we present the function Transaction(·) illustrated
in Algorithm 3. We process each group iteratively. For
each group gh ∈ G, if any MU asks for resource supply,
we put it into the seller set N k,h,s. If any MU bids for
resource request, we put it into the buyer set N k,h,b (Lines
3-6). Then, we sort the sellers based on their unit ask
prices in nondecreasing order, and sort the buyers based
on their unit ask prices in nonincreasing order (Lines 7-
8). Let t be the last position for sellers and buyers such
that aki ≤ bki . Then we execute function Pricing(·) to
determine the winning seller set Ek,h,s, winning buyer
set Ek,h,b, and payment profile pk (Line 10). Afterwards,

Algorithm 2 : Grouping
Input: MU set N , resource k, connectivity matrix d, bid

profile BN×K , and ask profile AN×K

1: N k ← N ; dk ← d;
2: foreach i ∈ N do
3: if rki = 0 or ski = 0 then
4: N k ← N k\{i};
5: foreach j ∈ N do
6: dki,j ← 0; dkj,i ← 0;
7: end for
8: end if
9: end for
10: foreach i ∈ N k do
11: foreach j ∈ N k do
12: if(rki 6= 0 and rkj 6= 0 and dki,j 6= 0) or

(ski 6= 0 and skj 6= 0 and dki,j 6= 0) or
then

13: dki,j ← 0; dkj,i ← 0;
14: end if
15: if T ki,j > T k or Hk

i,j > Hk then
16: dki,j ← 0;
17: end if
18: end for
19: end for
20: remove the isolated MU from N k;
21: group N k based on the connected components of dk

and the group set is denoted by G;
22: return (G , dk);

we calculate the maximum bipartite matching by calling
function Allocation(·) to obtain the allocation Mk,h of
group gh for resource k (Line 11).
As illustrated by Algorithm 4, function Pricing(·) fol-

lows the winner selection rule and payment determination
rule of McAfee Double Auction. Let pk0 = (akt+1 + bkt+1)/2.
If pk0 ∈ [akt , bkt ], the first t sellers and the first t buyers win,
and the charge/payment for each winning seller/buyer is pk0
(Lines 4-9). Otherwise, the first t − 1 sellers win, and the
charge for each winning seller is akt . Similarly, the first t−1
buyers win, and the payment for each winning buyer is bkt
(Lines 11-16). Finally, Pricing(·) returns the winning seller
set Ek,h,s, the winning buyer set Ek,h,b, and the payment
profile pk of resource k.
The allocation phase, which outputs the resource allo-

cation through matching approach, is illustrated by Al-
gorithm 5. We first divide each seller/buyer into multi-
ple virtual sellers/buyers, and each is with resource sup-
ply/request of one unit (Lines 2-6). The sets of virtual
sellers and virtual buyers are denoted by V Ek,h,s and
V Ek,h,b, respectively. Then we calculate the maximum
matchingMk,h of the bigraph consisting of virtual sellers,
virtual buyers, and the links in connectivity matrix dk
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Algorithm 3 : Transaction
Input: group set G, resource k, connectivity matrix dk,

bid profile BN×K , and ask profile AN×K

1: foreach gh ∈ G do
// Pricing Phase

2: N k,h,s ← ∅; N k,h,b ← ∅;
3: foreach i ∈ gh do
4: if ski 6= 0 then N k,h,s ← N k,h,s ∪ {i};
5: else N k,h,b ← N k,h,b ∪ {i};
6: end for
7: sort all i ∈ N k,h,s based on aki in nondecreasing order;

8: sort all i ∈ N k,h,b based on bki in nondecreasing order;

9: Let t be the maximum index such that aki ≤ bki for
all i ∈ N k,h,s and i ∈ N k,h,b;

10: (Ek,h,s, Ek,h,b,pk)
← Pricing(t, k,N k,h,s,N k,h,b,BN×K ,AN×K);
// Allocation Phase

11: Mk,h ← Allocation(Ek,h,s, Ek,h,s,BN×K ,AN×K ,dk);

12: Mk ←Mk ∪Mk,h;
13: end for
14: return (Mk , pk);

through function MBM(·).

B. A Walk-Through Example
We still use the example in Fig. 3 to show how TMTM

works. Since grouping phase has been illustrated in Fig.
3, we only give the pricing phase and allocation phase for
the left group in Fig. 3. The unit ask/bid price and the
request/supply for each MU is given in Fig. 5.

Fig. 5. Illustration for pricing phase and allocation phase, where the
letters in the nodes represent the MUs, the number beside each node is
the unit ask/bid price, the number in each node is the supply/request.

• Pricing: t = 2, pk0 = (akC+bkF )/2 = 4 ∈ [akB , bkE ] = [4, 4],
Ek,h,s = {A,B}, Ek,h,b = {D,E}, pkA = pkB = pkD =
pkE = pk0 = 4.

• Allocation: Calculate the maximum matching
on the complete bipartite graph with
V Ek,h,s = {A1, A2, A3, A4, B1} and V Ek,h,b =
{D1, D2, D3, D4, D5, E1, E2} . We have |Mk| = 5.

Algorithm 4 : Pricing
Input: position t, seller set N k,h,s, buyer set N k,h,b, bid

profile BN×K , and ask profile AN×K

1: Ek,h,s ← ∅; Ek,h,b ← ∅;
2: pk0 ← (akt+1 + bkt+1)/2;
3: if pk0 ∈ [akt , bkt ] then
4: foreach i ∈ N k,h,s, i = 1, 2, ..., t do
5: pki = pk0 ; Ek,h,s ← Ek,h,s ∪ {i};
6: end for
7: foreach i ∈ N k,h,b, i = 1, 2, ..., t do
8: pki = pk0 ; Ek,h,b ← Ek,h,b ∪ {i};
9: end for
10: else
11: foreach i ∈ N k,h,s, i = 1, 2, ..., t− 1 do
12: pki = akt ; Ek,h,s ← Ek,h,s ∪ {i};
13: end for
14: foreach i ∈ N k,h,b, i = 1, 2, ..., t− 1 do
15: pki = bkt ; Ek,h,b ← Ek,h,b ∪ {i};
16: end for
17: end if
18: return (Ek,h,s , Ek,h,b,pk);

Algorithm 5 : Allocation
Input: winning seller set Ek,h,s, winning buyer set Ek,h,b,

bid profile BN×K , and ask profile AN×K , connectivity
matrix dk

1: V Ek,h,s ← ∅ ; V Ek,h,b ← ∅;
2: foreach i ∈ Ek,h,s do
3: divide i into ski virtual sellers, and put them into set

V Ek,h,s;
4: end for
5: foreach i ∈ Ek,h,b do
6: divide i into rki virtual sellers, and put them into set

V Ek,h,b;
7: end for
8: Mk,h ←MBM(V Ek,h,s, V Ek,h,b,dk);
9: return Mk,h;

We randomly choose one of the optimal solutions of
maximum matching, e.g., QkD,A = 4, QkD,B = 1 with price
pkA = pkB = pkD = 4 for per unit of resource k.

C. Mechanism Analysis
In the following, we present the theoretical analysis,

demonstrating that TMTM can achieve the desirable prop-
erties.
Lemma 1. TMTM is computationally efficient.
Proof: It suffices to show that both Algorithm 2 and

Algorithm 3 are computationally efficient.
In Algorithm 2, the for-loop (Lines 2-9) takes O(N2)

time. The for-loop (Lines 10-19) also takes O(N2) time.
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Computing the connected components (Line 21) takes
O(N2) time. Thus the running time of Algorithm 2 is
O(N2).

The running time of Algorithm 3 is dominated by func-
tion Allocation(·) (Lines 11), and the running time of
function Allocation(·) is dominated by computing the
maximum matching for the bigraph (Line 7 of Algo-
rithm 5). Computing the maximum matching usually takes
O(ϕN

∑
i,j∈N

dki,jϕ) time, where ϕN is the total number of

virtual sellers/buyers,
∑

i,j∈N
dki,jϕ is the number of links

between virtual sellers and virtual buyers, ϕ is the maxi-
mum supply/request of MU. Algorithm 3 executes function
Allocation(·) for each group iteratively, thus the running
time of Algorithm 3 is O(ϕ2N2 ∑

i,j∈N
dki,j).

Since TMTM executes Algorithm 2 and Algorithm 3 for
each resource, the computation complexity of TMTM is
O(Kϕ2N2 ∑

i,j∈N
dki,j). �

Lemma 2. TMTM is individually rational.
Proof: Based on equation (8) and equation (9), we only

need to prove pki − cki ≥ 0 and vki − pki ≥ 0 for any
winning seller i ∈ Ek,h,s and any winning buyer i ∈ Ek,h,b,
respectively.

For any winning seller i ∈ Ek,h,s, we discuss the following
two cases:

Case 1 (Lines 4-6 of Algorithm 4): i ∈ {1, 2, ..., t}, we
have pki = pk0 ≥ akt ≥ aki .
Case 2 (Lines 11-13 of Algorithm 4): i ∈ {1, 2, ..., t− 1},

we have pki = akt ≥ aki .
For any winning buyer i ∈ Ek,h,b, we discuss the follow-

ing two cases:
Case 1 (Lines 7-9 of Algorithm 4): i ∈ {1, 2, ..., t}, we

have pki = pk0 ≤ bkf ≤ bki .
Case 2 (Lines 14-16 of Algorithm 4): i ∈ {1, 2, ..., t− 1},

we have pki = bkf ≤ bki .
Since TMTM is value/cost generally truthful (will be

proved in Lemma 4), we have aki = cki and bki = vki . This is
sufficient to guarantee ui ≥ 0 for any i ∈ N . �
Lemma 3. TMTM is budget balanced.
Proof: For any winning buyer i ∈ Ek,h,b and winning

seller j ∈ Ek,h,s, we discuss the following two cases:
Case 1 (Lines 4-9 of Algorithm 4): i, j ∈ {1, 2, ..., t}, we

have pki = pkj = pk0 .
Case 2 (Lines 11-16 of Algorithm 4): i, j ∈ {1, 2, ..., t−1},

we have pki = bkt , pkj = akt . Since akt ≤ bkt , we have pki ≥ pkj .
This is sufficient to guarantee u0 =∑

k∈K

∑
i∈N ,rk

i
>0

∑
j∈N ,sk

j
>0

(pki − pkj )Qki,j ≥ 0. �

Lemma 4. TMTM is value/cost generally truthful.
Proof: We consider the cost general truthfulness of any

seller i ∈ N k,h,s (similar for value general truthfulness
of any buyer i ∈ N k,h,b). Since the allocation phase of
TMTM outputs one of the optimal solutions of maximum

matching randomly, the allocation phase is independent of
the unit ask price, i.e., any seller i ∈ N k,h,s of double
auction cannot increase the expectation of

∑
j∈N

Qkj,i for

any resource k ∈ K in the allocation phase. Since usi =∑
k∈K,sk

i
>0

((pki − cki )
∑
j∈N

Qkj,i), we only need to prove that

reporting false cost cannot increase the value of (pki − cki )
for any seller i ∈ N k,h,s and any resource k ∈ K in the
pricing phase.
If i ∈ Ek,h,s, changing the unit ask price cannot change

anything since the payment is independent of its unit ask
price. This means the value of (pki − cki ) is also unchanged.
If i /∈ Ek,h,s, there are two cases:
Case 1: i = t. This means aki ≥ akt−1 and pk0 /∈ [akt , bkt ]. i

must ask ãki < akt−1 to win. We have two cases further:
(1) pk0 > bkt , there must be pk0 /∈ [akt−1, b

k
t ]. We have:

pki − aki = akt−1 − aki ≤ aki − aki = 0 (12)

(2) pk0 < akt , we have

pki − aki =
{
akt−1 − aki ≤ aki − aki = 0, if pk0 ∈ [akt−1, b

k
t ]

pk0 − aki < akt − aki = 0, otherwise
(13)

Case 2: i > t. This means aki ≥ akt and pk0 ∈ [akt , bkt ]. i
must ask ãki < akt to win. We have two cases further:
(1) ak

t +bk
t+1

2 ∈ [akt−1, b
k
t ], we have:

pki − aki =
akt + bkt+1

2 − aki < akt − aki ≤ 0 (14)

(2) ak
t +bk

t+1
2 /∈ [akt−1, b

k
t ], we have: pki −aki = akt−1−aki ≤ 0

if ãki < akt−1, i lose the auction otherwise.
In conclusion, no seller can increase the value of (pki −cki )

by submitting a false cost in the pricing phase. �
Lemma 5. TMTM is request/supply truthful.
Proof: We consider the supply truthfulness of any seller

i ∈ N k,h,s (similar for request truthfulness of any buyer
i ∈ N k,h,b).

Since the pricing phase is independent of the sup-
ply, any seller i ∈ N k,h,s cannot increase the value
of (pki − cki ) by reporting false supply. Since usi =∑
k∈K,sk

i
>0

((pki − cki )
∑
j∈N

Qkj,i), we only need to prove that

reporting false supply cannot increase the value of
∑
j∈N

Qkj,i

for any resource k ∈ K in the allocation phase.
We assume that seller i submits supply ski 6= s̃ki . There

are two cases:
Case 1:

∑
j∈N

Qkj,i = s̃ki , i.e., all supply of seller i have been

allocated. In this case, seller i obtains the highest value of∑
j∈N

Qkj,i (Note that the utility of seller i will be zero if∑
j∈N

Qkj,i > s̃ki ).
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Case 2:
∑
j∈N

Qkj,i < s̃ki , i.e., some resource of seller i have

not been allocated. In this case, all requests of buyers with
links to seller i must have been satisfied. If not, we can add
a transaction between i and the unsatisfied buyers, thus
obtaining a larger matching. This results in contradiction.
If seller i submits ski > s̃ki , nothing changes in the
allocation phase because all requests of buyers with link
to seller i have been satisfied. If seller i submits ski < s̃ki ,
the value of

∑
j∈N

Qkj,i does not change or decreases.

In conclusion, no seller can increase the value of
∑
j∈N

Qkj,i

by submitting a false request/supply in the allocation
phase. �

The above five lemmas together prove the following
theorem.
Theorem 1. TMTM is computationally efficient, in-

dividually rational, budget balanced, value/cost generally
truthful, and request/supply truthful.

VI. Performance Evaluation
We have conducted simulations to investigate the perfor-

mance of Honest Model and TMTM for strategic MUs on
the real experience data.

A. Simulation Setup
The simulations are based on SIGCOMM 2009 trace

[25], which contains traces of 76 participants through
MobiClique application at SIGCOMM 2009 conference in
Barcelona, Spain from August 17th to August 21st, 2009.
In this data set, each device performs a periodic Bluetooth
device discovery every 120 seconds. Upon discovering new
contacts, the devices form a RFCOMM link on a pre-
configured channel for data communications. The total
number of time slots is 320438. We divide the whole data
set into 17 time periods. The length of each time period
is 20000. We extract the contacts in each time period,
and consider the two devices are in proximity if they have
contacts in this time period. We classify these time periods
into Weak Connectivity, Medium Connectivity and Strong
Connectivity based on the contracts of the participants.
• Weak Connectivity: Time periods with [0, 100] effective

contact logs.
• Medium Connectivity: Time periods with [101, 800]

effective contact logs.
• Strong Connectivity: Time periods with more than 800

effective contact logs.
As a result, there are 7 Weak Connectivity time periods,

5 Medium Connectivity time periods and 5 Strong Connec-
tivity time periods. Since the impact of the connectivity is
large, we use the Strong Connectivity time periods as the
default setting. Each measurement is averaged over all 5

TABLE II
Parameter Settings

Parameter Value

rk
i , s

k
i [1, 10]

Dk
i [50, 200] KB

T 1, T 2, T 3 3 s, 1.5 s, 1.3 s
H1, H2, H3 4.1× 10−5 Wh, 4× 10−5 Wh,

4.4× 10−5 Wh
f 0.1GHz
Wi,j 10MHz
li,j [3, 10] m
Pti 100 mW
Wj,0 15 MHz
α 10−28

β 11dB
σ2 10−10 mW
Market Activity 100%
Supply-request Ratio 1:1

Strong Connectivity time periods. However, we will vary the
connectivity to explore the impacts on designed algorithms.
Fig. 6 depicts the topologies of all 76 participants for the
realizations of Weak Connectivity, Medium Connectivity
and Strong Connectivity, respectively.
The cost/value of each user is selected randomly from

the auction dataset [26], which contains 5017 bid prices for
Palm Pilot M515 PDA from eBay. We consider there are
3 types of resources: computation resource, communication
resource and storage resource in the task offloading system.
We define Market Activity and Supply-request Ratio to
simulate the different markets:
• Market Activity: The probability of each MU to supply

or request resource. Market Activity represents the
willingness of MUs to participate in the task offloading
system.

• Supply-request Ratio: The ratio of the number of buy-
ers to the number of sellers for any given resource.

The default settings of parameters are given in TABLE
II. All the simulations were run on a Centos 7 machine
with Intel(R) Xeon(R) CPU E5-2630 2.6GHz and 128 GB
memory. Each measurement is averaged over 100 instances.

B. Running Time
As shown in Fig. 7, TMTM only takes 13% running

time of Honest Model averagely. TMTM can be termi-
nated within 1.1 seconds in all our simulations, exhibiting
prominent superiority in terms of computational efficiency.
We also can see that the running time of Honest Model is
insensitive to the connectivity,Market Activity, and Supply-
request Ratio. However, TMTM takes less time when the
connectivity becomes weak. This is because the grouping
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(a) (b) (c)

Fig. 6. Network Realizations with different Connectivities. (a) Realization of Weak Connectivity with 43 links in time period [60000, 80000].
(b) Realization of Medium Connectivity with 475 links in time period [140000, 160000]. (c) Realization of Strong Connectivity with 998 links
in time period [100000, 120000].

(a) (b) (c) (d)

Fig. 7. Running time. (a) Running time versus MUs. (b) Running time versus connectivity. (c) Running time Market Activity. (d) Running
time versus Supply-request Ratio.

phase removes the isolated MUs from the MU set and
essentially reduces the number of MUs in the system. The
running time of TMTM also decreases with the decreasing
Market Activity since the number of MUs of the system
decreases with decreasing Market Activity. Fig. 7(d) shows
that TMTM takes less time when the Supply-request ratio
becomes unbalanced. The unbalance of buyers and sellers
will reduce the number of winners of double auction. This
means that fewer MUs can enter the allocation phase.
Since the time complexity of TMTM is dominated by the
allocation phase according to Lemma 1, TMTM will take
less time.

C. Number of Transactions
We measure the performance of Honest Model and

TMTM, and compare it with following three benchmark
mechanisms:
• Non Grouping: There is no grouping phase in this

mechanism. The pricing phase and allocation phase
are the same as those of TMTM.

• Single-unit McAfee: Divide each seller/buyer into mul-
tiple virtual sellers/buyers, and each with resource

request/supply of single unit for each resource k ∈ K.
Then apply McAfee Double Auction to select winners
and determine the price.

• Coalition [4]: This mechanism enables one-to-one com-
munication and computation resources sharing in an
OFDMA cellular network, and uses coalition game [27]
to find the reciprocal resource sharing peers.

Fig. 8 compares the number of the transactions achieved
by Honest Model, TMTM, Non Grouping and Single-unit
McAfee. Recall that we use the term “allocation” in the
honest model since there is no money transfer among MUs.
For convenience, we use the term “transaction” uniformly
in Fig. 8. In all cases, Honest Model can obtain the most
transactions, which is 189% of TMTM averagely since
Honest Model outputs the optimal solution for transac-
tion maximization problem. However, TMTM achieves the
important economic property of truthfulness of strategic
MUs and takes much less time than Honest Model. Com-
paring with Non Grouping and Single-unit McAfee, TMTM
outputs the most transactions (with average improvement
131% and 33%, respectively). Single-unit McAfee divides
the seller/buyer into multiple virtual sellers/buyers of sin-
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(a) (b) (c) (d)

Fig. 8. Number of transactions with 3 types of resources. (a) Number of transactions versus number of MUs. (b) Number of transactions
versus connectivity. (c) Number of transactions versus Market Activity. (d) Number of transactions versus Supply-request Ratio.

(a) (b) (c) (d)

Fig. 9. Number of transactions with 2 types of resources. (a) Number of transactions versus number of MUs. (b) Number of transactions
versus connectivity. (c) Number of transactions versus Market Activity. (d) Number of transactions versus Supply-request Ratio.

(a) (b) (c) (d)

Fig. 10. Truthfulness of transactions of computation resource. (a) Utility of winning buyer 39 with value 405. (b) Utility of losing buyer 7
with value 50. (c) Utility of winning buyer 39 with real request 3. (d) Utility of losing buyer 7 with real request 3.

gle unit of resource, and tries to translate the multi-unit
double auction problem to the single-unit double auction
problem. However, it may result in reduction of winners
if the most resources are requested or supplied by the mi-
nority of MUs. More important, the failure of guaranteeing
request/supply truthfulness makes Single-unit McAfee less
attractive. Non Grouping mechanism does not conduct the
preprocessing of MUs before pricing phase. Thus the invalid
MUs, including the MUs from different connected compo-
nents and the isolated MUs, will decrease the efficiency of
both double auction and matching. As shown in Fig. 8,
the number of transactions of Non Grouping is much fewer
than those of TMTM and Single-unit McAfee. This means
that the impact of invalid MUs on the transactions is great,

and the grouping phase is an indispensable module of multi-
resource transaction mechanism.

Because the comparison algorithm is only applicable for
2 types of resources, we measure the number of the trans-
actions achieved by Honest Model, TMTM, Non Grouping,
Single-unit McAfee and Coalition with 2 types of resources:
computation resource and communication resource. As
shown in Fig. 9, TMTM can obtain more transactions
than Coalition in all cases (297% of the Coalition averagely)
because one task can only be offloaded to one MU in Coali-
tion. While in other algorithms, one task can be offloaded
to multiple MUs, and can take full advantage of surplus
resources. In addition, TMTM follows auction framework
and satisfies important economic properties, which make it
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more practical in real resource transaction markets.

D. Truthfulness
Due to the space constraints, we only verify the truth-

fulness of buyers in transactions of computation resource
(k = 1), and illustrate the results in Fig. 10. We verified the
truthfulness of TMTM by randomly picking two buyers and
allowing them to submit false unit bid price and resource
request. We can see that the winning buyer 39 always
obtain its maximum utility of 15 if it bids the real value
v1

39 = 405 and real request r̃1
39 = 3. Accordingly, the losing

buyer 7 always obtains nonnegative utility if it bids the real
value v1

7 = 50 and real request r̃1
7 = 3. For the case of Fig.

10(c), the number of allocated resources is 3. According to
Lemma 5, no resource can be sold in the system. Thus if
buyer 39 submits r1

39 > 3, nothing changes in the allocation
phase because all resources of sellers who can link to buyer
39 have been sold.

VII. Discussion
In this section, we discuss the implementation problems

of TMTM.
The allocation model is also applicable to the multi-cell

scenario. The MUs can submit the resource request/supply
to its BS. If any MU is covered by multiple BSs, it can
participate in the resource allocation in any BS or submit
the divided resource request/supply to multiple BSs.

In reality, when the BS launches the resource transaction
service, the resource request and resource supply are col-
lected. Then the BS performs TMTM based on the newly
collected information and the current network topology.
The resource transaction algorithm can be performed pe-
riodically on-demand. The periodic execution makes the
algorithms be adaptable to the time-varying environments.

However, the execution of both algorithms and offloaded
tasks need time. For the fast-varying wireless networks,
the network topology may be changed before obtaining the
results of offloaded tasks. This is a common and interesting
issue for many edge computing paradigms for mobile users.
We discuss some possible solutions here:

(1) To reduce processing time of tasks, the tasks can
be divided into small tasks, which can be processed fast.
However, not all tasks are dividable.

(2) We can remove the fast-varying wireless connections,
which cannot maintain the task offloading, in the grouping
phase. First, the running time of TMTM can be estimated.
Then the connections should be stable for some time until
the tasks are finished. For any resource , the task execution
time can be estimated based on the latency constraint T k,
e.g., several times of T k. Moreover, the trajectory predic-
tion methods [28, 29] for MUs can be adopted to estimate
the stability of links. If the connections cannot keep stable
for the time of algorithm execution and task execution, we

can remove these unstable wireless connections directly in
the grouping phase.

(3) While noticing the upcoming disconnection, the seller
can stop task processing and return the current results
to the buyer, and obtain the payment according to the
actually provided resources. Accordingly, after receiving the
partial results of this task, the buyer can submit the new
resource request in the next auction. Notice that TMTM
is truthful, and the unit resource payment only depends
on the cost/value of resource, rather than the number of
resources actually provided. So, TMTM is still individu-
ally rational, budget balanced and truthful. However, this
method is invalid if the partial results of tasks are valueless,
e.g., the indivisible tasks. In this case, some of the tasks
cannot be completed though TMTM still works and is
individually rational, budget balanced and truthful.

VIII. Conclusion

In this paper, we have studied the multi-resource trans-
action mechanisms for P2P Task Offloading in honest MU
model and strategic user model, respectively. We have
formulated and solved the allocation maximization problem
with latency and energy consumption constraints for the
honest mobile users. We have shown that the solution
for honest users can output 189% resource transactions
of that for the strategic users. We have modeled a dou-
ble auction based P2P task offloading system and have
formulated the transaction maximization problem for the
strategic mobile users. We have designed a truthful multi-
resource transaction mechanism, TMTM, integrating with
McAfee Double Auction and matching approach for the
strategic mobile users. Through both rigorous theoretical
analysis and extensive simulations, we have demonstrated
that TMTM satisfies the desirable properties of compu-
tational efficiency, individual rationality, budget balance,
value/cost general truthfulness, and request/supply truth-
fulness. Moreover, TMTM shows prominent advantage in
terms of the number of resource transactions, comparing
with Single-unit McAfee, the solution without considering
the connectivity, and the coalition game-based mechanism.
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