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Abstract—Wireless Power Transmission (WPT) has been widely
used to replenish energy for Wireless Rechargeable Sensor Net-
works. However, the charging service model, which is of the
essence to commercial WPT, has not emerged so far. In this
paper, we present a wireless charging service model from the
perspective of cooperative charging economics, and formulate
the Cooperative Charging Scheduling (CCS) problem for joint
optimization of rechargeable devices’ charging cost and moving
cost. We first propose two intragroup cost sharing schemes to
sustain the cooperation among devices. Then, the approximation
algorithm CCSA of the CCS problem is proposed based on greedy
approach and submodular function minimization. Furthermore,
we model the large-scale CCS problem as a coalition formation
game and present a game theoretic algorithm CCSGA. We show
that CCSGA finally converges to a pure Nash Equilibrium. We
conduct simulations, and field experiments on a testbed consisting
of 5 chargers and 8 rechargeable sensor nodes. The results show
that the average comprehensive cost of CCSA is 27.3% lower
than the noncooperation algorithm and is only 7.3% higher than
the optimal solution on average. In field experiments, CCSA
outperforms the noncooperation algorithm by 42.9% in terms
of comprehensive cost on average. Moreover, CCSGA is much
faster than the approximation algorithm and is more suitable
for large-scale cooperative charging scheduling.

Index Terms—rechargeable wireless sensor network, coopera-
tive charging service, submodular function, coalition formation
game, Nash Equilibrium

I. INTRODUCTION

Since most existing Wireless Sensor Networks (WSN) are
battery-powered, the lifetime of sensor nodes is limited [1].
In addition, it will be very costly to replace batteries for
the sensor nodes in harsh environments [2]. At present, the
rechargeable devices can absorb various forms of energy,
such as solar energy and wind energy, from the surrounding
environment [3]. However, the energy extraction efficiency
is largely influenced by the deployment environment and
weather, which is highly unpredictable and unstable.

Wireless Power Transmission (WPT) provides continuous
and reliable power supply for the rechargeable devices without
battery replacement [4] [5]. With the advance of WPT tech-
nology, Wireless Rechargeable Sensor Network (WRSN) has
been largely developed in real life, such as unmanned aerial
vehicles [6], driverless electric vehicles [7], industrial robots

[8], automated underwater vehicles [9] and RFID systems [10].
to prolong the lifetime of traditional WSN.

In most situations, the number of chargers is limited, and it
is infeasible to make the chargers cover all sensor nodes. For
example, the WRSN can help exhibition guiding in a large-
scale area, e.g., world exhibition. According to the historical
statistics [11], the average scale of world exhibition is about
100 hectares. Since the average coverage range of a charger
is only a few meters, we need to deploy about one million
chargers to fully cover the sensor nodes in exhibition area.

Many existing studies focused on the problem of charger
deployment for both static sensor nodes [12] [13] and mobile
sensor nodes [14] [15]. There are also studies related to
cooperative charging. [16] proposed a reliable cooperative
charging protocol with a data screening mechanism to guar-
antee the charging system from fault data. [17] extended the
constant-current constant-voltage charging protocol to multi-
charger systems using a cooperative control method, which
can alleviate the current imbalance among chargers effectively.
However, there is no off-the-shelf rechargeable device schedul-
ing for the cooperation among rechargeable devices to save the
cost of charging service.

Different from the existing works, we focus on exploit-
ing the wireless charging service model for omnidirectional
chargers from the new perspective of cooperative charging
economics. The business model of wireless charging services
is of the essence to popularize the WPT technology further.
With the development of WPT technology, the wireless charger
is going to become the infrastructure, which provides paid
energy supply service for rechargeable devices, just like the 5G
base station for providing high speed communication service
and the electric vehicle charging station for providing fast
energy replenishment service. Different from the directional
charging technology, such as laser charging technology [18],
the omnidirectional chargers can provide the energy supply
for multiple rechargeable devices in the near open field simul-
taneously without additional discharging cost [4]. Therefore,
multiple rechargeable devices in the common charging hours
can share the charging cost, reducing the individual cost. Thus,
the cooperative charging is a natural and economical service
model for the omnidirectional charging technology. Note that



Fig. 1. Illustration of cooperative charging system

the cooperative charging service is a common service model
and can be applied to many existing wireless charging systems
to reduce the actual charging expenditure.

The key problem of cooperative charging service is how
to assign the mobile devices to the appropriate chargers to
reduce the cost of whole system. In other words, the economic
surplus of the cooperative charging service largely depends on
the scheduling of mobile devices. From the view of wireless
charging market, such strategic charging scheduling can bring
the competition among the Charging Service Providers (CSP),
and help to promote the marketized price of charging service.

In this paper, we present a cooperative charging system for
the environmental monitoring shown in Fig. 1. We consider
a set of omnidirectional wireless chargers located at fixed
positions in a 2D plane. These wireless chargers are operated
by different CSPs and may have different charging prices. The
charging service is provided with fixed charging cycle, which
can be adjusted on demand. These rechargeable devices can
move from the initial locations to the corresponding chargers
to obtain the charging service. The comprehensive cost of any
device is the sum of charging cost (payment to the charger) and
the round-trip moving cost between the initial location and the
charging position. The devices assigned to the same charger
form a charging group, in which the devices can obtain the
surplus by sharing the charging cost in the common charging
hours. The objective is minimizing the total comprehensive
cost of all charging groups such that each device can obtain
the required charging service.

The problem of scheduling mobile rechargeable devices for
cooperative charging service is very challenging. First, we
need to design an intragroup cost sharing scheme to sustain
not only the economic surplus of each device but also the
cooperation among all users in the charging group in an
economically stable manner. Second, in order to optimize the
comprehensive cost, we need to partition the devices into mul-
tiple charging groups. However, finding the optimal partition
needs exponential time. We will show that this problem is
harder than standard Facility Location Problem (FLP) [19].
Moreover, the optimal algorithm or approximation algorithm
(if exists) may have high time complexity. Thus, lightweight
algorithm is needed to deal with the large-scale cooperative
charging scheduling problem.

The main contributions of this paper are as follows:
• To the best of our knowledge, this is the first work to

exploit the wireless charging service model from the
perspective of cooperative charging economics.

• We present the cooperative charging model, and formu-
late the Cooperative Charging Scheduling (CCS) problem
to minimize the comprehensive cost.

• We present the Cooperative Charging Scheduling Algo-
rithm (CCSA) based on greedy approach and submodular
function minimization [20] to solve the CCS problem

with (
lnn+ 1

1− ε
)-approximation, where n is the number

of rechargeable devices, and ε is the search precision.
• To avoid the high complexity of approximation algorithm,

we model the large-scale CCS problem as a coalition
formation game, called CCS Game. We show that the
proposed CCS Game Algorithm (CCSGA) will finally
converges to a Nash-stable Coalition Structure.

• We conduct extensive simulations and field experiments.
The results show that the average comprehensive cost of
CCSA is 27.3% lower than the noncooperation algorithm
and is only 7.3% higher than the optimal solution on aver-
age. Furthermore, CCSA outperforms the noncooperation
algorithm by 42.9% in terms of comprehensive cost on
average in field experiments.

The rest of this paper is organized as follows. We review the
state-of-art research in Section II. We present the cooperative
charging model and formulate the CCS problem in Section III.
We present two intragroup cost sharing schemes in Section IV.
The approximation algorithm and the theoretical analysis are
presented in Section V. In Section VI, we present the CCSGA
for large-scale CCS problem and analyze the game theoretical
properties of the proposed algorithm. The simulation results
are presented in Section VII. Field experiments are shown in
Section VIII. We conclude this paper in Section IX.

II. RELATED WORK

A. Charger Deployment

The current researches of charger deployment mainly con-
sider the following three scenarios:
• Deploying static chargers for static rechargeable devices
Dai et al. [21] considered the ElectroMagnetic Radiation

(EMR) induced by chargers and proposed the approximation
algorithms to find the charger placement that maximizes the
overall charging utility subject to an EMR safety threshold.
They further studied the charging task scheduling and power
adjustment issues in [22] and [23], respectively.
• Deploying static chargers for mobile rechargeable devices
Li et al. [14] studied wireless charging service provision for

wearable devices worn by users in a 2-D area, where the users
have a specific stay-move behavior pattern characterized by
the trajectories, stay points and stay time distribution. Zhang
et al. [15] considered the static devices and mobile devices to
optimize the charging quality where the power of each charger
is adjustable. He et al. [24] also studied the problem of path



provisioning that exploits the potential mobility of devices to
further reduce the number of required chargers.
• Deploying mobile chargers for static rechargeable devices
Shu et al. [25] first studied traveling velocity control of

the mobile charger for the time-bounded charging scenario.
Fusco et al. [26] addressed the problem of selecting positions
and adjusting their orientations for directional sensors with
the objective of maximizing their joint coverage area. Liu
et al. [27] proposed the grid-based algorithm, dominating-
set-based algorithm, and circle-intersection-based algorithm
to find a set of anchor points. Then, the mobile device
scheduling algorithm is proposed to schedule minimum mobile
devices to visit the generated anchor points. Tomar et al.
[28] proposed a fuzzy logic-based scheduling scheme for on-
demand charging of the sensor nodes. The proposed scheme
blends different network parameters, such as residual energy,
distance to mobile chargers and critical node density to make
decisions while scheduling the sensor nodes.

Different from the works mentioned above, this paper aims
to schedule the rechargeable devices for the deployed chargers
from the perspective of economic cost.

B. Cooperative Charging

In recent years, much attention has been paid to cooperative
charging methods. Zhang et al. [29] studied how to schedule
multiple Wireless Charging Vehicles (WCVs) to maximize
energy usage effectiveness. In addition, they proposed a
scheduling algorithm, which is proved to be optimal for one-
dimensional WSN. Wu et al. [30] gave a short survey of
research in the area of collaborative mobile charging. In [31],
the authors further formed a hierarchical charging architecture
to enhance the collaborative feature. Lin et al. [32] proposed
a game theoretical collaborative charging scheme, in which
each WCV seeks for the maximum profit when fulfilling
charging tasks. Different from the existing study of cooperative
charging, our work studies a novel scheduling problem for the
cooperation among rechargeable devices to save the cost of
charging service.

Overall, the economic model of charging service has not
been studied so far. There is no off-the-shelf rechargeable
device scheduling proposed in the literature for the cooperative
charging service.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. Cooperative Charging Model

We consider a set of m omnidirectional wireless chargers
M = {s1, s2, ..., sm} located at fixed positions in a 2D plane
Ω. These wireless chargers are operated by different CSPs, and
therefore, they may have different charging prices. Without
loss of generality, we consider that each charger sj ∈ M
provides paid energy supply service with unit charging price
aj [33]. Suppose that there are a set of n mobile rechargeable
devices N = {o1, o2, ..., on} located in the same 2D plane.
Each mobile rechargeable device oi ∈ N requires energy Ei.

In order to guarantee the quality and efficiency of charg-
ing, each charger sj has a charging equipment to fix the

rechargeable devices with charging distance dj . The mobile
rechargeable devices need to move to the charging equipment
for charging. We assume that the remaining energy of the
rechargeable device is sufficient to move to the corresponding
charging equipment when it submits the charging request.

We employ Friis’s free space equation as the charging
model [28]. The charging power from any charger sj to any
rechargeable device oi is given by

Pr(sj , oi) =


α

(β + dj)
2, dj ≤ Dj

0, otherwise

(1)

where α and β are two parameters determined by the magnetic
environment and hardware [34]. Dj is the maximum charging
distance to obtain the positive power from the charger sj . Note
that dj is a known constant and is less than Dj definitely, thus
the rechargeable devices can always obtain positive power.

Let bi be the unit moving cost of device oi. Without
loss of generality, we consider that the distance between the
rechargeable device oi and charger sj is ||sjoi|| when oi
submits the charging request. Then the moving distance from
oi to sj can be calculated by

r(sj , oi)=|||sjoi|| − dj | (2)

Let coj be the charging group of sj . Then the charging cost
of group coj can be calculated by

cc(coj) = aj max
oi∈coj

Ei

Pr(sj , oi)
(3)

where max
oi∈coj

Ei

Pr(sj , oi)
represents the maximum charging

time of devices in group coj . Here, we ignore the moving
time of rechargeable devices since it is small compared to
the charging time. This assumption is reasonable for mobile
wireless charging as made in [35].

To keep working (e.g., sensing tasks), the devices must
return to the initial locations after their energy are replenished.
The moving cost of group coj can be calculated by

mc(coj) = 2
∑

oi∈coj

bir(sj , oi) (4)

We define the comprehensive cost of group coj as the sum
of charging cost and moving cost

c(coj) = cc(coj) +mc(coj)

= aj max
oi∈coj

Ei

Pr(sj , oi)
+ 2

∑
oi∈coj

bir(sj , oi)
(5)

B. Problem Formulation
The problem is to schedule the mobile rechargeable devices

to the chargers with objective of minimizing the total compre-
hensive cost of all charging groups such that each device is
assigned to exactly one charger. We refer to this problem as
Cooperative Charging Scheduling (CCS) problem, which can
be formulated as follows:

(CCS) : min
∑
sj∈M

c(coj) (6)



TABLE I
FREQUENTLY USED NOTATIONS

Symbol Description

M,m Set of chargers, Number of chargers
N,n Set of mobile rechargeable devices, Number of mobile

rechargeable devices
Ei Required energy of rechargeable device oi
||sjoi|| Initial distance between charger sj and mobile rechargeable

device oi
aj Unit charging price of charger sj
dj Charging distance of charger sj
Dj Maximum charging distance of charger sj
α, β Charging parameters
bi Unit moving cost of device oi

r(sj , oi) Moving distance of oi for charging by sj
coj Charging group of devices that charged by sj

cc(coj) Charging cost of group coj
cci(coj) Charging cost of rechargeable device oi in charging group coj
mc(coj) Moving cost of group coj
c (coj) Comprehensive cost of group coj
ε Search precision
zi Strategy of rechargeable device oi
z−i Strategies of other rechargeable devices except oi
Z Strategy profile of all rechargeable devices

CO Coalition structure
ui Utility of rechargeable device oi
φ Potential function

s.t.
⋃

sj∈M
coj = N (6-1)

coj ∩ coj′ = ∅, ∀sj 6= sj′ , sj ∈M, sj′ ∈M (6-2)

The constraint (6-1) ensures that all rechargeable devices
should be charged. The constraint (6-2) ensures that each
rechargeable device can be scheduled to exact one charger.
In view of the commercial feasibility of charging economy,
we consider that each mobile rechargeable device only can
obtain the charging service from one charger every time.

We list the frequently used notations in Table I.

IV. INTRAGROUP COST SHARING SCHEME

As a paid charging service, we should determine the pay-
ment of each rechargeable device to the corresponding CSP
for each charging group. On the other words, we need a cost
sharing scheme to share the charging cost of each group. In
the section, we introduce two cost sharing schemes.

A. Proportional Cost Sharing Scheme

We consider that the charging cost cci(coj) of any device
oi ∈ coj in charging group coj is proportional to its required
energy:

cci(coj) = cc(coj)
Ei∑

oi′∈coj
Ei′

(7)

Despite its simplicity, the proportional cost sharing scheme
can achieve some desirable properties.

Theorem 1. The proportional cost sharing scheme satisfies
the following desirable properties:

• For any coj ,
∑

oi∈coj
cci(coj) = cc(coj);

• For any coj ′ ⊆ coj ,
∑

oi∈coj ′
cci(coj) ≤ cc(coj ′);

• For any coj
′, coj ′′ ⊆ coj and oi ∈ coj

′, cci(coj ′) ≥
cci(coj

′ ∪ coj ′′).
The first property ensures that the summation of the indi-

vidual charging cost is equal to the group charging cost for
any group, i.e., the proportional cost sharing scheme satisfies
budget balance. The second property ensures that no subset of
devices can benefit by breaking away from the current charg-
ing group for any fixed charger. Thus, the cost sharing scheme
based on energy proportion sustains cooperation among all
devices at local charger in an economically stable manner. The
last property captures the notion that the devices should not
be penalized as the group grows, i.e., no device can benefit by
breaking away from the charging group for any fixed charger.

Obviously, the proportional cost sharing scheme satisfies all
three properties since the devices in the same charging group
can share the charging cost during the common charging time.

B. Shapley Value based Cost Sharing Scheme

Without loss of generality, the cost sharing for a cooperative
game (G, h) can be defined as: There is a set G of n players
and a characteristic cost function that maps subsets of users to
the real number: h : 2G → satisfying h(∅) = 0. The Shapley
value, which is a widely used cost sharing scheme to share the
total cost to the players fairly [36], takes a random ordering of
the players picked uniformly from the set G of all n! possible
orderings, and charging each player its expected marginal cost
in this ordering.

In the setting of cooperative charging, the characteristic
function h(·) represents the charging cost of any group coj ∈
CO in which the devices accept the cooperative charging
service, i.e., h(·) = cc(·). Therefore, we can caculate the cost
share of device oi ∈ coj in given cooperative game (coj , cc)
for each charging group coj :

cci(coj) =
∑

Q⊆coj\{oi}

|Q|!(|coj | − 1− |Q|)!
|coj |!

(cc(Q ∪ {oi})− cc(Q))

(8)

Note that the Shapley value satisfies many desirable prop-
erties, such as efficiency, symmetry, linearity, anonymity and
dummy [36] [37].

V. COOPERATIVE CHARGING SCHEDULING AS AN
OPTIMIZATION PROBLEM

In this section, we present Cooperative Charging Scheduling
Algorithm (CCSA) based on greedy approach and submodular
function minimization [20] to solve the CCS problem.

A. Hardness

First, we attempt to find an optimal algorithm for the CCS
problem. Unfortunately, as the following theorem shows, the
CCS problem is NP-hard.

Theorem 2. The CCS problem is NP-hard.
Proof: Our CCS problem defined in (6) is equivalent to the

Generalized Facility Location Problem (GFLP): There are a



set M of facilities and a set N of clients. The connection cost
of any oi ∈ N to any facility sj ∈ M is 2bir(sj , oi). The
facility cost of any facility sj ∈ M is cc(coj). The objective
is to find an assignment of each client to an open facility to
minimize the total cost incurred. The GFLP can be formulated
as follows:

(GFLP ) : min
∑
sj∈M

cc(coj)yj +
∑
sj∈M

∑
oi∈N

2bir(sj , oi)xij

(9)

s.t.
∑
sj∈M

xij = 1, ∀oi ∈ N (9-1)

xij ≤ yj , ∀sj ∈M, ∀oi ∈ N (9-2)

xij ∈ {0, 1}, ∀sj ∈M, ∀oi ∈ N (9-3)

yj ∈ {0, 1}, ∀sj ∈M (9-4)

where yj is a binary variate indicating whether facility sj is
open. xij is a binary variate indicating whether client oi is
assigned to facility sj .

If cc(coj) is a constant for each sj ∈ M , the problem
defined in (9) is simplified to the standard Facility Location
Problem (FLP) [19]. In the scenario of cooperative charging,
cc(coj) is related to the devices assigned to the facility sj and
cannot be known in advance. Since the FLP is NP-hard, the
CCS problem is NP-hard. �

B. Design Rationale

Since the CCS problem is NP-hard, it is impossible to
compute the optimal solution in polynomial time. We turn our
attention to the approximation algorithm design.

We give the following definition.
Definition 1. (Nonnegativity, Monotonicity, and Submodu-

larity) Given a finite ground set N , a real-valued set function
defined asc : 2N → R, c is called nonnegative, monotone
(nondecreasing), and submodular if and only if it satisfies
following conditions:

• c(∅) = 0 and c(A) ≥ 0 for all A ⊆ N (nonnegative);
• c(A) ≤ c(B) for all A ⊆ B ⊆ N (monotone);
• c(A ∪ {e}) − c(A) ≥ c(B ∪ {e}) − c(B), for all A ⊆
B ⊆ N , e ∈ N\B (submodular).

We have the following theorem.
Theorem 3. The objective function of CCS problem is

nonnegative, monotone and submodular.
Proof: Obviously, the objective function of CCS problem is

nonnegative and monotone. Since the summation of multiple
submodular functions is also a submodular function. We next
prove that c(·) is a submodular function.

Given any two charging groups coj ⊆ coj
′ with same

charger sj , there must be

max
oi∈coj

Ei

Pr(sj , oi)
≤ max

oi∈coj ′
Ei

Pr(sj , oi)
(10)

Given any mobile rechargeable device oe,

c (coj ∪ {oe})− c (coj)

= (aj max
oi∈coj∪{oe}

Ei

Pr(sj , oi)
+ 2

∑
oi∈coj∪{oe}

bir(sj , oi))

− (aj max
oi∈coj

Ei

Pr(sj , oi)
+ 2

∑
oi∈coj

bir(sj , oi))

= aj( max
oi∈coj∪{oe}

Ei

Pr(sj , oi)
− max

oi∈coj

Ei

Pr(sj , oi)
) + 2ber(sj , oe)

(11)

Similarly, we have

c (coj
′ ∪ {oe})− c (coj

′)

= aj( max
oi∈coj ′∪{oe}

Ei

Pr(sj , oi)
− max

oi∈coj ′

Ei

Pr(sj , oi)
) + 2ber(sj , oe)

(12)

Now, we consider the following two cases:

Case 1:
Ee

Pr(sj , oe)
≤ max

i∈coj

Ei

Pr(sj , oi)
, i.e., the in-

troduction of rechargeable device oe does not change
the maximum charging time of coj . In this case, we

have max
oi∈coj∪{oe}

Ei

Pr(sj , oi)
= max

oi∈coj

Ei

Pr(sj , oi)
, therefore,

c (coj ∪ {oe})− c (coj) = 2ber(sj , oe).

According to (10), we also have
Ee

Pr(sj , oe)
≤

max
i∈coj ′

Ei

Pr(sj , oi)
, i.e., the introduction of rechargeable device

oe does not change the maximum charging time of coj ′ too.
In this case, we have c (coj

′ ∪ {oe})− c (coj
′) = 2ber(sj , oe)

.
As a result, we have

c (coj ∪ {oe})− c (coj) = c (coj
′ ∪ {oe})− c (coj

′) .

Case 2:
Ee

Pr(sj , oe)
> max

i∈coj

Ei

Pr(sj , oi)
, i.e., the introduce of

rechargeable device oe changes the maximum charging time
of coj . In this case, we have

max
oi∈coj∪{oe}

Ei

Pr(sj , oi)
− max

oi∈coj

Ei

Pr(sj , oi)
=

Ee

Pr(sj , oe)

.
Based on (11), we have

c (coj ∪ {oe})− c (coj) = aj
Ee

Pr(sj , oe)
+2ber(sj , oe).

We further discuss the following two cases:

Case 2.1:
Ee

Pr(sj , oe)
> max

i∈coj ′
Ei

Pr(sj , oi)
, i.e., the introduc-

tion of rechargeable device oe changes the maximum charging
time of coj ′ . Based on (12), we have

c (coj
′ ∪ {oe})− c (coj

′) = aj
Ee

Pr(sj , oe)
+2ber(sj , oe)

=c (coj ∪ {oe})− c (coj)



Case 2.2:
Ee

Pr(sj , oe)
≤ max

i∈coj ′
Ei

Pr(sj , oi)
, i.e., the introduc-

tion of rechargeable device oe does not change the maximum
charging time of coj ′. Based on (12), we have

c (coj
′ ∪ {oe})− c (coj

′) = 2ber(sj , oe)
<c (coj ∪ {oe})− c (coj)

As a result of Case 2, we have

c (coj ∪ {oe})− c (coj) ≤ c (coj
′ ∪ {oe})− c (coj

′)

Therefore, the objective function is submodular. �
For our CCS problem, we repeatedly select an unassigned

device set to a charger to minimize the ratio of the marginal
comprehensive cost to the number of newly covered de-
vices (termed comprehensive cost effectiveness). However, the
unassigned device set can be any subset of all unassigned
sensors, therefore, the number of possible unassigned device
sets is exponential. To solve this problem, we use submodular
function minimization [20] to find the unassigned device set
with the best comprehensive cost effectiveness in polynomial
time.

We find the best set Fj for each charger sj , and then select
the one with the best comprehensive cost effectiveness. To
minimize this ratio, we can do a binary search to find the
minimum value of λ for which there exists a set F such that
c(coj ∪ F )− c(coj)

|F |
≤ λ, i.e.,

c(coj ∪ F )− c(coj)− |F |λ ≤ 0 (13)

The left-hand side of (13) is a submodular function. This
is because the function c(coj ∪ F ) is submodular based on
Theorem 3. The second term c(coj) is a constant when finding
set F . The last term is a modular function. Thus, it can be
minimized in polynomial time.

C. Algorithm Design

Let CO = (co1, co2, ..., com) be the all charging groups. As
illustrated in Algorithm 1, we call the function BS(·) (line 7)
to find the unassigned rechargeable device set Fj for each sj
from residual unassigned rechargeable device set N ′ that can
minimize the comprehensive cost effectiveness over sj’s cur-
rent charging group coj . Then we find the rechargeable device
set coj with the smallest comprehensive cost effectiveness (line
9). Then the unassigned rechargeable device set Fj is merged
into coj (line 10). The iteration terminates when all devices
are assigned.

We execute the binary search by calling function BS(·)
illustrated in Algorithm 2. Let low and high be the lower
bound and upper bound of λ, respectively. We set high =
c(coj ∪N ′)− c(coj)

|N ′|
initially (Line 1). This is because F =

N ′ (assign all unassigned devices to coj) is a feasible solution

of minimizing
c(coj ∪ F )− c(coj)

|F |
. So

c(coj ∪N ′)− c(coj)
|N ′|

is an upper bound of the value of
c(coj ∪ S∗)− c(coj)

|S∗|
indeed,

Algorithm 1 : CCSA
Input: N , M , Ei, bi, aj , dj , ||sjoi||, αsjoi , βsjoi , ∀oi ∈

N, ∀sj ∈M
1: foreach sj ∈M do
2: coj ← ∅;
3: end
4: N ′ ← N ; CO← (co1, co2, ..., com);
5: while N ′ 6= ∅ do
6: foreach sj ∈M do
7: Fj ← BS(sj , coj , N

′);
8: end
9: sj ← arg min

sj′∈M

c(coj′ ∪ Fj′)− c(coj′)
|Fj′ |

;

10: coj ← coj ∪ Fj ; N ′ ← N ′\Fj ;
11: end
12: return CO;

where S∗ is the optimal solution of set F . We use the
binary search (Lines 2-13) to find the set F for coj until

the value of (
c(coj ∪ F )− c(coj)

|F |
−mid) satisfies the search

precision ε ∈ (0, 1), i.e., |
c(coj ∪ F )− c(coj)

|F |
− mid| ≤ ε

(Line 4). In each iteration of binary search, we use sub-
modular function minimization to compute the minimum of
(c(coj ∪ F )− c(coj)−mid|F |) (Line 3).

Theorem 4. The time complexity of CCSA is

O(mn8 log n log
n

ε
).

Proof: We first analyze the time complexity of BS(·)
(Algorithm 2). The binary search with search precision ε

takes O(log
n

ε
) time. If we use the strongly polynomial

algorithm proposed in reference [20], the time complexity
of minimizing submodular function (Line 3) is O(n7 log n).

Thus, the running time of Algorithm 2 is O(n7 log n log
n

ε
).

CCSA (Algorithm 1) is dominated by finding the unassigned
rechargeable device set Fj for all sj ∈ M (Line 7), which

takes O(mn7 log n log
n

ε
). The while loop (Lines 5-11) is

executed at most n times since there are n rechargeable devices
and each iteration of the loop will cover at least one device.

Thus, the running time of CCSA is O(mn8 log n log
n

ε
). �

Theorem 5. CCSA is a (
lnn+ 1

1− ε
)-approximate algorithm

of the CCS problem.
Proof: We number the rechargeable devices of N in the

order in which they were covered by CCSA resolving ties ar-
bitrarily. Let o1, o2, ..., on be this numbering. Assume ok, k =
1, 2, ..., n is covered by set Fj of charger sj when the charging
group is coj . Then the comprehensive cost effectiveness of ok
is

cost(ok) =
c(coj ∪ Fj)− c(coj)

|Fj |
(14)



Algorithm 2 : BS(·)
Input: charger sj , charging group coj , residual unassigned

rechargeable device set N ′

1: low ← 0; high ←
c(coj ∪N ′)− c(coj)

|N ′|
; mid ←

low + high

2
;

2: while (1) do
3: F ← arg min

F ′⊆N ′,F ′ 6=∅
(c(coj ∪F ′)− c(coj)−mid|F ′|);

4: if |
c(coj ∪ F )− c(coj)

|F |
−mid| ≤ ε then

5: return F ;
6: end
7: if c(coj ∪ F )− c(coj)−mid|F | ≤ 0 then
8: high← mid;
9: else

10: low ← mid;
11: end
12: mid←

low + high

2
;

13: end

Let OPT be the optimal comprehensive cost of CCS
problem. Consider the iteration in which ok was covered, the
charging groups of optimal solution can cover the remaining
rechargeable devices in N ′ with comprehensive cost at most
OPT . Therefore, among all charging groups in the optimal
solution, there must be one having comprehensive cost ef-
fectiveness at most OPT/|N ′|, where |N ′| ≥ n − k + 1.
Since ok was covered by set Fj of charger sj with minimum
comprehensive cost effectiveness in this iteration, it follows

cost(ok) ≤
OPT

|N ′|
≤

OPT

n− k + 1
(15)

Since the comprehensive cost of each charging group is
distributed among the new rechargeable devices covered, the
total comprehensive cost of the charging groups obtained by

CCSA is equal to
n∑

k=1

cost(ok) ≤
n∑

k=1

OPT

n− k + 1
= (1 +

1

2
+

...+
1

n
)OPT ≤ (lnn+ 1)OPT .

Thus, CCSA is (lnn + 1)-approximate if it can find the
optimal solution to minimize the comprehensive cost effec-
tiveness for any charging group. Considering the search pre-
cision ε ∈ (0, 1), the binary search approximates the optimal
comprehensive cost effectiveness within a factor of 1/(1− ε).

Thus, CCSA is (
lnn+ 1

1− ε
)-approximate. �

VI. COOPERATIVE CHARGING SCHEDULING AS A
COOPERATIVE GAME

Although CCSA is a polynomial algorithm, As shown in
Theorem 4, CCSA still incurs high computing cost and is
inefficient for the large-scale WRSNs. In this section, we
formulate the CCS problem as a coalition formation game [38],
termed CCS Game, which can improve the solution gradually.

We propose the CCS Game Algorithm (CCSGA) to solve this
problem. We will show that CCSGA is much faster than CCSA
based on our simulation results.

A. Cooperative Charging Scheduling Game

We model the cooperative charging scheduling as a coalition
formation game ϕ = {N, u,Z,CO} , where N is the
rechargeable device set, and u is the utility function. For any
rechargeable device oi ∈ N , the strategy of oi is denoted by
zi, and the corresponding coalition is denoted by cozi . The
other rechargeable devices’ strategies are denoted by z−i. Let
Z = (z1, z2, ..., zn) be the strategy profile of all rechargeable
devices. CO = (co1, co2, ..., com) is the coalition structure
without overlap. Since all devices should be assigned and
the comprehensive cost function is monotone, the coalition
structure CO is a coalition partition of rechargeable device
set N .

First, we define the comprehensive cost of any device oi ∈
N in coalition as ci(coj), which is the sum of charging cost
and moving cost of device oi:

ci(coj)=cci(coj) + 2bir(sj , oi) (16)

Definition 2. (Preference Order): The preference order �i

for any rechargeable device oi ∈ N is defined as a complete,
reflexive, and transitive binary relation over the set of all
feasible coalitions that rechargeable device oi can possibly
form.

A rechargeable device decides to join or leave a coalition
based on the preference order. For example, for two coalitions
coj , coj′ ∈ O, the rechargeable device oi will choose to join
coalition coj rather than coj′ if coj �i coj′ . The preference
order will affect the final coalition structure and convergence.
Since the objective is to minimize the comprehensive cost
of whole coalition structure, we consider the coalition order
defined in Definition 3.

Definition 3. (Coalition Order): For each rechargeable
deviceoi ∈ N and any two coalition coj and coj′ , j 6= j′,
we say that:

coj �i coj′ ⇔
∑

k∈coj
ck (coj)−

∑
k∈coj∪{oi}

ck (coj ∪ {oi})

>
∑

k∈coj′
ck (coj′)−

∑
k∈coj′∪{oi}

ck (coj′ ∪ {oi})

(17)
This coalition order means that the device prefers the

coalition with the minimum increase of comprehensive cost.
This preference order cares about the comprehensive cost of
whole coalition partition.

The utility function of any rechargeable device oi ∈ N is
defined as:

ui(zi, z−i) =
∑

k∈cozi

ck(cozi)−
∑

k∈cozi∪{oi}

ck(cozi ∪ {oi})

(18)
The utility represents the change of comprehensive cost of

all rechargeable devices in the coalition cozi due to the join of
rechargeable device oi. Given the other rechargeable devices’



Algorithm 3 : CCSGA
Input: N , M , Ei, bi, aj , dj , ||sjoi||, αsjoi , βsjoi ,∀oi ∈

N, ∀sj ∈M
1: foreach oi ∈ N do
2: assign oi to the charging group with minimal compre-

hensive cost;
3: end
4: do
5: given other devices’ strategies z−i, each device oi ∈ N

chooses the charging group with maximum utility;
6: until (the strategy profile is convergent)
7: return coalition structure CO;

strategies z−i, the device oi always tends to join the coalition
with the minimal increase of comprehensive cost.

B. Algorithm Design and Analysis
We propose a CCS Game Algorithm (CCSGA), in which the

rechargeable devices form the disjoint coalitions by strategical
charging group selection. At the beginning, all rechargeable
devices choose the charging groups with minimal comprehen-
sive cost, and form the initial coalition structure. Then CCSGA
follows the best-response dynamics, where the devices only
choose the best response that would give them the highest
utility [38]. At each round of iterations, each device chooses
a charging group to maximize its utility, and the device leaves
the current charging group and joins to the selected charging
group. Repeat this process until no rechargeable device can
improve the utility by changing the coalition selection unilat-
erally. We will show that CCSGA finally converges to a pure
Nash Equilibrium (NE).

We introduce some closely related definitions about coali-
tion formation game.

Definition 4. (Nash Equilibrium): A set of strategies Z∗ =
(z∗1 , z

∗
2 , ..., z

∗
n) is a Nash Equilibrium if for every rechargeable

device oi ∈ N and each its alternate strategy zi,

ui(z
∗
i , z
∗
−i) ≥ ui(zi, z∗−i)

Definition 5. (Nash-stable Coalition Structure): The cor-
responding coalition structure CO∗ of Nash Equilibrium
Z∗ = (z∗1 , z

∗
2 , ..., z

∗
n) is called Nash-stable Coalition Structure.

Definition 6. (Exact Potential Game): The game is an exact
potential game if and only if there exists a potential function
φ(ai, a−i), ∀i ∈ N such that:

φ(zi, z−i)−φ(z′i, z−i) = ui(zi, z−i)−ui(z′i, z−i), ∀zi, z′i ∈M

Theorem 6. CCS Game has at least one Nash Equilibrium,
and CCSGA finally converges to a Nash-stable Coalition
Structure.

Proof: The utility change of any device oi ∈ N from zi to
z′i is:

ui(zi, z−i)− ui(z′i, z−i)
=

∑
k∈cozi

ck(cozi)−
∑

k∈cozi∪{oi}
ck(cozi ∪ {oi})

− (
∑

k∈coz′i

ck(coz′
i
)−

∑
k∈coz′i∪{oi}

ck(coz′
i
∪ {oi}))

(19)

We define the potential function φ as the opposite of sum
of all devices’ comprehensive cost:

φ(zi, z−i) = −
∑

zk∈M

∑
k∈cozk

ck(cozk) (20)

Since the strategy change of device oi only affects the
devices in cozi and coz′

i , the change of potential function
due to its unilateral change is given by:

φ(zi, z−i)− φ(z′i, z−i)
= −(

∑
k∈cozi∪{oi}

ck(cozi ∪ {oi})−
∑

k∈cozi
ck(coai

))

− (
∑

k∈coz′i

ck(coz′
i
)−

∑
k∈coz′i∪{oi}

ck(coz′
i
∪ {oi}))

=ui(zi, z−i)− ui(z′i, z−i)

(21)

We can see from (19) and (21) that the change in total utility
function caused by any device’s unilateral deviation is the
same as the change in the potential function. Thus, according
to the Definition 6, the CCS Game is an exact potential game,
which has at least one pure NE.

Based on the Lemma 2.3 of [39], every exact potential game
with finite strategy sets has the Finite Improvement Property
(FIP); that is, unilateral improvement dynamics is guaranteed
to converge to a pure NE in a finite number of steps. Thus,
CCSGA finally converges to a Nash-stable Coalition Structure.

�
Note that since CCSGA aims to maximize the potential func-

tion, which is the opposite of sum of all devices’ comprehen-
sive cost, CCSGA indeed minimizes the total comprehensive
cost of all devices gradually.

VII. SIMULATION RESULTS

In this section, we perform simulations to evaluate the
performance of CCSA and CCSGA.

A. Simulation Setup

Since there is no off-the-shelf rechargeable device schedul-
ing for the cooperative charging service so far, we compare
our solutions with following two naive scheduling algorithms:

TABLE II
DEFAULT SETTINGS OF PARAMETERS

Parameter Default value

Ω 200m*200m
m 50
n 200
Ei [10 J, 20 J]
aj [100, 150] per hour
bi [10, 12] per meter
dj 0.9m
α, β 10000, 40
ε 0.01

Iterations 1000
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• BC (Best Cooperation): Each device chooses the best
charger according to the comprehensive cost indepen-
dently and calculates the comprehensive cost in the same
way as CCSA.

• BN (Best Noncooperation): Each device chooses the best
charger according to the comprehensive cost indepen-
dently and pays the charging cost independently.

Note that the scheduling strategy of BC and BN has been
widely applied in the mobile charger scheduling algorithms by
choosing the best position to the mobile charger as the next
visiting point [25] [26].

For the simulations, we uniformly distribute chargers and
devices in a 2D plane. The default values of parameters are
given in Table II. The unit of power is watt. We will vary the
value of the key parameters to explore the impacts on designed
algorithms. All the simulations are run on a Windows machine
with Intel(R) Xeon(R) CPU E5-2603 v2 and 16 GB memory.
Each measurement is averaged over 100 instances.

B. Cost

We first increase the number of chargers from 50 to 110.
As shown in Fig. 2, the average comprehensive cost of all
algorithms decreases slightly with the increasing number of
chargers. This is because with more chargers, the devices can
move to closer chargers and the moving cost will decrease.
We can see from Fig. 2 that the average comprehensive
cost of cooperation algorithms is much lower than those of
noncooperation algorithm. Averagely, CCSA can reduce the
average comprehensive cost by 27.3% and 6.7% compared
with BN and BC, respectively. Note that BC also calculates
the comprehensive cost in the way of cooperation. The per-

formance of CCSGA is very close to CCSA. The average
comprehensive cost of CCSGA is 5.7% higher than that of
CCSA on average.

To test the scalability of proposed algorithms, we increase
the number of devices from 200 to 500. As shown in Fig.
3, the average comprehensive cost of cooperation algorithms
decreases significantly with the increasing number of devices.
This is because the number of cooperative devices assigned to
each charger increases averagely, increasing the cooperative
surplus in each charging group. However, BN pays the charg-
ing cost independently and the average comprehensive cost of
BN does not change with the increasing number of devices.
Furthermore, we can see that CCSA and CCSGA show more
advantages in the large-scale wireless charging system.

TABLE III
RUNNING TIME OF CCSA, CCSGA AND OPTIMAL SOLUTION

Number of CCSA CCSGA Optimal solution
rechargeable devices (ms) (ms) (ms)

5 4.12 1.21 1.78
6 6.29 1.43 11.42
7 10.07 1.51 234.12
8 15.77 1.83 2724.64
9 20.73 2.43 13980.35

10 41.23 3.35 168973.67
11 109.12 4.45 6907320.58
100 13534.65 10.98
150 26453.56 22.22
200 178212.90 92.15

Then we vary the unit moving cost from range [10, 12] to
[22, 24]. As shown in Fig. 4, the average comprehensive cost
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of all algorithms increases accordingly. This is because the
moving cost increases when the unit moving cost increases.
Overall, CCSA always outputs the lowest comprehensive cost.

Fig. 5 shows the impact of search precision on the cost of
CCSA. With of improvement of accuracy, the cost of CCSA
decreases accordingly. The performance of CCSA becomes
stable when the search precision is smaller than 0.01.

To verify the convergence of CCSGA, we measure the
average comprehensive cost of CCSGA with different number
of iterations. We can see from Fig. 6 that the output becomes
stable after 900 iterations when there are 200 devices and 50
chargers.

We compare the performance of our algorithms with the
optimal solution in small-scale setting. We also measure the
performance gap between our algorithms and optimal solution.
As shown in Fig. 7, the average comprehensive cost of CCSA
is only 7.3% higher than that of optimal solution on average.
CCSGA works well enough, and the average comprehensive
cost is 16.8% higher than that of optimal solution on average.

C. Running Time

The running time of CCSA, CCSGA and optimal solution
(only for small-scale setting) is shown in Table III. We can see
that the running time grows rapidly with increasing number
of devices. However, CCSGA shows great scalability and can
output the solution within 0.1 second with 200 devices.

VIII. FIELD EXPERIMENTS

We have conducted the field experiments to evaluate all four
algorithms. We implemented our proposed algorithms on a
testbed which consists of eight rechargeable sensor nodes, five
chargers (TX91501 power transmitters produced by Powercast
[40]) and an AP that connects to a laptop for reporting energy
data collected from the sensor nodes as shown in Fig. 8.
We carried out the experiment in a 15 m × 15 m square
area, where the eight sensor nodes are placed at the random
positions in the area. The coordinates of the five chargers are
(3,3), (12,3), (7.5,7.5), (3,12), and (12,12). According to our
tests, we set α=7.32 and β=0.05. In our field experiments,

the unit of power is milliwatt. The unit charging cost, unit
moving cost and require energy of all sensor nodes are set
to be in [100, 150], [3, 5] and [10 J, 20 J], respectively.
Fig. 9 shows the scheduling results of four algorithms, where
the triangles and squares represent the initial positions and
destination positions of sensor nodes. The circles represent
the positions of chargers. We can see that all sensors in CCSA
move to the central charger. This is because the moving cost
is this small experiment area is low, and the seneors tend to
form a big charging group. In addition, BC and BN output the
same charging group. This is because both of BC and BN only
consider the individual comprehensive cost, so the sensors tend
to choose the nearest charger while the unit charging prices
are distributed uniformly.

Fig. 10 shows the comprehensive cost of the eight sensor
nodes. The CCSA has the best performance and outperforms
CCSGA, BN and BC by 6.2%, 42.9% and 14.9% on average,
respectively. Note that CCSA shows better performance in field
experiments. This is because the actual charging power is less
than the theoretical value, and therefore, more charging time is
needed for given energy requirement. Thus, CCSA can reduce
more charging cost. Moreover, although some sensor nodes of
BC have less comprehensive cost than CCSGA, the average
comprehensive cost of CCSGA is 9.3% lower than that of BC.

IX. CONCLUSION

In this paper, we have presented a wireless charging service
model from the perspective of cooperative charging eco-
nomics, and have formulated the CCS problem to minimize
the comprehensive cost of whole cooperative charging system.
We have proposed two intragroup cost sharing schemes: pro-
portional cost sharing scheme and Shapley Value based cost

sharing scheme. We have proposed a (
lnn+ 1

1− ε
)-approximate

algorithm of the CCS problem based on greedy approach,
using submodular function minimization. For the large-scale
CCS problem, we have presented a game theoretic algorithm,
which finally converges to a pure Nash Equilibrium. We
demonstrate that our algorithm outperforms the noncooper-



ation charging model by up to 27.3% and 42.9% in terms
of comprehensive cost in simulations and field experiments,
respectively.
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