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Low-duty-cycle mode is widely adopted in energy-critical wireless sensor networks (WSNs). Such mode
greatly reduces the energy waste caused by idle listening. However, it brings many new challenges for
broadcasting. This paper mainly focuses on the minimum cost broadcast problem for low-duty-cycle
WSNs. We propose a novel opportunistic broadcasting transmission model, which makes full use of the
broadcast nature of wireless media to reduce the total energy consumption for broadcasting. The key idea
is to allow nodes to defer their wake-up slots to opportunistically overhear the broadcasting messages
sent by their neighbors, which could reduce the total energy consumption for broadcasting but increase
the average end-to-end broadcasting delay. In this paper, we define a generalized broadcasting cost func-
tion, which can make a flexible tradeoff between average end-to-end broadcasting delay and total energy
consumption for broadcasting, to adaptively meet various broadcasting performance requirements. Our
target is to utilize the opportunistic broadcasting transmission model to design an efficient broadcasting
schedule for low-duty-cycle WSNs, so that the broadcasting cost function is minimized. First, we define
the Receiver-Constrained Minimum Cost Single-hop Broadcast Problem (RC-MCSB) and propose an opti-
mal solution with a polynomial running time. Next, we extend the solution of RC-MCSB problem to our
target problem and present a novel and efficient bottom-up solution. The simulation results have verified
the significant performance advantage of our proposed bottom-up solution over the existing top-down
solutions and the other solutions.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

duty-cycle mode, where each sensor node has its own working-
sleeping schedule to wake up periodically. Low-duty-cycle opera-

As the key technique of Internet of Things [1,2], wireless sensor
networks (WSNs) [3] have received lots of attentions in the past
decades and made great progress in both academic and industrial
communities. Many typical WSNs applications [4-6]| often require
nodes should be deployed in tough environments where the sensor
nodes are difficult to replace or recharge their batteries, and also
require the network system should run for a long enough period.
Therefore, how to efficiently prolong the network lifetime becomes
a very important problem. To this end, many energy efficient so-
lutions have been proposed for energy-critical WSNs [7-10]. Most
of these existing works assume the network is operated at low-
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tion can significantly reduce the energy consumption caused by
idle listening, which has been verified as the main source of energy
waste for WSNs with low traffic characteristic [11]. However, such
mode still brings many new challenges, especially for broadcasting
applications [12], which are the often-used fundamental functions
for WSNs.

First, low-duty-cycle mode will have an effect on delay perfor-
mance for broadcasting. Specifically, each sender cannot forward
the broadcasting message until the receiver wakes up, it will re-
sult in a notable increase on communication delay between any
neighboring nodes, which is called sleep latency [13]. More im-
portantly, the energy performance for broadcasting could also be
significantly degraded. For the traditional always-awake WSNs, the
implementation of any local single-hop broadcast just requires one
transmission from the sender, due to the inherent broadcast nature
of wireless media. However, low-duty-cycle mode will make the
neighboring nodes have totally different working-sleeping sched-
ules such that wireless media could lose its inherent advantage
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for broadcasting, which implies any local single-hop broadcast will
be inefficiently implemented by multiple unicasts. For broadcasting
applications with large messages, such as code update, the degra-
dation on energy performance for broadcasting will be more sig-
nificant. Thus, how to design a broadcast scheme with high perfor-
mance for low-duty-cycle WSNs is an important and challenging
issue.

For real broadcasting applications, delay and energy are usu-
ally both the important performance metrics. Many existing works
have investigated the energy optimization problem for broadcast-
ing under delay constraints. However, it is usually unnecessary
to require the broadcasting should have a strict delay constraint
for many real applications. More broadcasting applications focus
on the tradeoff between delay performance and energy perfor-
mance. In practice, broadcasting performance requirements are
usually application-specific. For example, the broadcasting applica-
tions with small and urgent messages, such as configuration dis-
semination, will pay more attention on delay performance than
energy performance, in order to satisfy the new updated system
requirement as soon as possible and reduce the chance of false
positive or false negative. The broadcasting applications with large
and non-urgent messages, such as code update, will pay more at-
tention on energy performance than delay performance, since the
updated code image normally consists of multiple packets, which
will further deteriorate the energy efficiency of broadcasting. For
broadcast problem in low-duty-cycle WSNs, thus, we tend to de-
fine the optimization objective as the generalized broadcasting per-
formance, which can make an adaptive tradeoff between delay per-
formance and energy performance. On the other hand, most of
the existing works assume the traditional transmission model for
broadcasting, in which every node will receive the broadcasting
message at its scheduled wake-up time. Such model will lead to a
low energy efficiency for broadcasting, since it totally ignores the
inherent broadcast nature of wireless media and any local single-
hop broadcast will be realized by a number of unicasts. Actually,
we find that even for low-duty-cycle WSNs, the inherent broadcast
nature of wireless media can still be fully exploited to improve the
energy efficiency for broadcasting, by adopting a novel opportunis-
tic broadcasting transmission model. The key idea is to allow any
node to defer its wake-up time to opportunistically overhear the
broadcasting message from the nearby forwarder. By such way, we
can find the total energy consumption for broadcasting could be
reduced, however, at the cost of the increase of average broadcast-
ing delay. In other words, the opportunistic broadcasting transmis-
sion model can essentially provide a flexible control on the tradeoff
between delay performance and energy performance.

Similar to the literature [39], we employ broadcasting cost,
which is defined as the function weights delay and energy, to char-
acterize the generalized broadcasting performance in this paper.
Note that, we can adaptively adjust the tradeoff factor parameter
in the broadcasting cost function to characterize various broadcast-
ing performance requirements. This paper aims to utilize the op-
portunistic broadcasting transmission model to design an efficient
broadcasting schedule for low-duty-cycle WSNs, so that the broad-
casting cost function is minimized.

The main contributions of our work are summarized as follows:

« Compared with most of the existing works, the optimization
objective of this paper is more practical. We define a gener-
alized broadcasting cost function, which can provide a flexible
control on the tradeoff between average end-to-end broadcast-
ing delay and total energy consumption for broadcasting. By
adaptively adjusting the tradeoff factor in objective function,
our proposed solution can be universally applicable for the ap-
plications with various broadcasting performance requirements.

« We adopt the novel opportunistic broadcasting transmission
model. By allowing nodes to postpone their wale-up time to
opportunistically overhear the message, such model provides a
flexible control on the tradeoff between delay performance and
energy performance, which can offer a much more fine-grained
design for the optimal broadcasting schedule to the target prob-
lem.

Different from our previous work [14], in this paper, we come
up with a novel bottom-up approach to address our target
problem. Specifically, we first define a Receiver-Constrained
Minimum Cost Single-hop Broadcast Problem (RC-MCSB), and
propose an efficient dynamic programming algorithm with a
polynomial running time. Then, we extend the solution of RC-
MCSB to our target problem, i.e., the Minimum Cost Broadcast
Problem (MCB) for multihop networks, and devise a novel and
efficient bottom-up algorithm. Further, we discuss how to ex-
tend our proposed algorithm to the generalized case where
a few neighboring nodes could have the identical working-
sleeping schedule.

Extensive simulation results show that our proposed bottom-
up algorithm has a much better performance than the existing
top-down solutions and the other solutions.

The rest of the paper is organized as follows: Section 2 sum-
marizes the related work. Section 3 illustrates the network model
and states the problem. Detailed description and analysis of our
proposed algorithm are presented in Section 4. Followed by the
discussion and the simulation results in Section 5 and Section 6.
Finally, Section 7 concludes our findings.

2. Related work

As an important and challenging issue, the broadcast problem
for low-duty-cycle WSNs has been well-investigated by the re-
searchers in the past years [12,15-38]. The existing works always
regard delay and energy efficiency as the main broadcasting per-
formance metrics.

Guo et al. [15] designed an opportunistic flooding algorithm
for low-duty-cycle WSNs with unreliable links. By letting senders
make probabilistic forwarding decisions based on the delay dis-
tribution of next-hop nodes, the opportunistic flooding algo-
rithm greatly improves the broadcasting delay. Lu and Whitehouse
[16] utilized the capture effect in physical layer to propose an effi-
cient broadcasting protocol for low-duty-cycle WSNs, the solution
allows the concurrent transmissions between multiple nodes and
thus greatly reduces the broadcasting delay. In [19], the authors
proposed a completely contention-free data dissemination proto-
col, ie., Pando, which can continuously disseminate rateless en-
coded packets over the parallel pipelines by integrating Fountain
codes with constructive interference and pipelining. The experi-
mental results reveal that Pando can provide 100% reliability and
significantly reduce the dissemination delay. Zhang et al. [20] con-
sidered the broadcast problem for multi-channel asymmetric duty-
cycled sensor networks, and proposed a multi-channel based effi-
cient broadcast protocol, which can achieve low delay and high de-
livery rate. In [21], the authors proposed a novel collision-tolerant
broadcast scheduling strategy for duty-cycled sensor networks, this
strategy provides the chance to further reduce broadcasting de-
lay by allowing collisions at non-critical nodes to speed up the
broadcast process for critical ones. In [22], the authors proposed
an energy-efficient broadcast redundancy minimization schedul-
ing scheme for low-duty-cycle sensor networks. It first finds a set
of forwarders that minimizes the number of broadcast transmis-
sions, then constructs a forest of sub-trees based on the relation-
ship between each forwarders and its corresponding receivers, a
broadcast tree is ultimately constructed by connecting all sub-trees
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with a minimum number of connectors. Jiang et al. [23] came
up with a probabilistic and fully-distributed broadcasting mech-
anism, which has been verified the high efficiency of delay per-
formance and energy performance. In [24], the authors investi-
gated the energy efficient broadcast problem with minimum de-
lay constraint for low-duty-cycle WSNs with unreliable links, and
proposed a distributed heuristic solution. Cheng et al. [25] pro-
posed a novel dynamic switching based reliable flooding frame-
work, which is designed as an enhancement layer to provide ef-
ficient and reliable delivery for a variety of existing flooding tree
structures in low-duty-cycle WSNs. In [26], the authors focused on
the delay-constrained minimum energy broadcast problem for low-
duty-cycle WSNs, they proposed an efficient heuristic solution and
verified its high efficiency by extensive simulations [27]. first veri-
fied the existence of link correlation in sensor networks with unre-
liable links by extensive experiments, then utilized such link corre-
lation to come up with a novel energy-efficient broadcast scheme
for low-duty-cycle WSNs. The key idea is to make nodes with
high correlation be associated with a common sender and have
the identical working-sleeping schedule. In [32], the authors stud-
ied the minimum-transmission broadcast problem for duty-cycled
WSNs and presented a novel level-based approximation scheme to
build a broadcast backbone in order to minimize the total number
of transmissions, they devised an approximation algorithm to con-
struct the broadcast backbone, which provides a near optimal solu-
tion for the target problem [34]. considered how to fully utilize the
broadcast nature of wireless media to solve the minimum energy
broadcast problem with minimum delay constraint for low-duty-
cycle WSNs. However, [34] assumed a strict broadcasting transmis-
sion model where each forwarder cannot send the beacon pack-
ets until the broadcasting message is received, this implies the im-
provement of energy efficiency will be limited.

Currently, very a few the existing works considered the gen-
eralized broadcasting performance, which consists of both delay
performance and energy performance, as the optimization objec-
tive. The typical related work is [39]. In [39], the authors inves-
tigated the broadcast problem for duty-cycle-aware WSNs, they
first defined a cost function which characterizes the tradeoff be-
tween the broadcasting delay and the total energy consumption for
broadcasting. By assigning different tradeoff parameters in the cost
function, the performance requirements from various applications
can be covered. Then, an efficient broadcasting schedule was pre-
sented to minimize the cost function. The broadcasting cost func-
tion proposed in this paper is generally similar to that proposed
in [39]. They both provide a flexible control on the tradeoff be-
tween broadcasting delay and total energy consumption for broad-
casting to characterize the generalized broadcasting performance.
However, it has some differences between their detailed defini-
tions. In [39], specifically, it utilizes the coverage broadcasting de-
lay (i.e., the maximum of E2E broadcasting delay) to characterize
broadcasting delay performance, and employs two parameters to
represent the tradeoff factor. Different from the literature [39], the
broadcasting cost function proposed in this paper utilizes the aver-
age E2E broadcasting delay to characterize broadcasting delay per-
formance, and employs only one parameter to represent the trade-
off factor. Note that, [39] adopted the inefficient traditional broad-
casting transmission model, in which every node will receive the
broadcasting message at its scheduled wake-up time and the in-
herent broadcast nature of wireless media is totally ignored. Also,
the work in [39] is not applicable for the case where the duty cy-
cle is so low that the neighboring nodes almost have totally differ-
ent working-sleeping schedules. Our recent work [14| considered
how to fully exploit the broadcast nature of wireless media to opti-
mize the generalized broadcasting performance for low-duty-cycle
WSNs. In [14], we improved the broadcasting transmission model
made in [34] by allowing a node to send beacon packets to its
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Fig. 1. The periodic working-sleeping schedule with L =10, t(v;) =3, t(v;) =7.
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Fig. 2. Illustration of message transmission from v; to v;.

next-hop nodes immediately after its reception on a beacon packet,
and proposed a top-down solution. Different from the work in [14],
in this paper, we devise a novel and efficient bottom-up algorithm,
which greatly outperforms the top-down solutions, to address our
target problem.

3. System model and problem statement
3.1. Network model and assumptions

In this paper, it is assumed that all nodes are uniformly de-
ployed in a square sensory field where the sink is located at the
center, and have an identical communication range. Here, we di-
vide time into a number of equal time slots and regard each time
slot as a basic unit of time. For simplicity and without loss of gen-
erality, we assume that every time slot is set long enough so that
it can accommodate the transmission of any potential broadcasting
message. The practical issue about the length of time slot will be
then discussed in Section 5. Also, we assume the network works
with low-duty-cycle mode, in which each node independently de-
termines its own working-sleeping schedule. For simplicity and
without loss of generality, the working-sleeping schedule of each
node is assumed periodic and the period length is denoted by L.
Specifically, each period of the working-sleeping schedule consists
of one active slot and L — 1 sleeping slots. In each sleeping slot, each
node will turn off its radio but set a timer to wake up itself later.
At the beginning of each active slot, a node v; will wake itself up
for a short duration of listening interval, to sense and listen to the
channel. If any packet with the target receiver ID v; is received, it
will keep receiving until all packets of the message are received
and then go to sleep immediately; otherwise, it will go to sleep
immediately. Besides, if any sender is ready to communicate with
any receiver, it will set a timer to wake up itself at the receiver’s
next active slot, then go to sleep immediately after the transmis-
sion. In other words, any node will not always keep awake during
its whole active slot, and its awake duration depends on the size of
the message transmitted in this active slot.

We denote by t(v;) the index of the active slot in each pe-
riod of the working-sleeping schedule for any node v;, where 0 <
t(v;) <L —1. Fig. 1 explicitly illustrates an example of the peri-
odic working-sleeping schedules for node v; and node v;, where
L=10, t(v;) =3 and t(v;) = 7. In this example, the time slots in
each working-sleeping schedule period are indexed by 0 to 9 in se-
quence, node v; and node v; will wake up at time slot 3 and time
slot 7 of each working-sleeping schedule period, respectively. Fig. 2
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illustrates the message transmission between duty-cycled nodes,
where the sender v; will set a timer to wake up itself to forward
the message at time slot 7, ie., the active slot of the receiver v;.
Upon receiving the message, the receiver v; will go to sleep imme-
diately.

Let the undirected graph G = (V, E) denote the network topol-
ogy, where V represents the set of all nodes including one sink
node vy and Num sensing nodes {vy,...,Unum}, E represents the
set of all undirected communication links. For any edge (v;, v;)€E,
we use d(v;, v;) to denote the point-to-point transmission delay
from node v; to node v;, which can be calculated as follows:

t(;) —t(vy), if t(vy) > t(v);
d(i.vj) = {t(vj) —t(vy) + L, otherwise.

Specially, we define d(v;, v;) = 0 for any node v; e V.

As the same with many existing works, we also make the
following basic assumptions: (1) Local time synchronization is
achieved, which can be realized by the existing time synchroniza-
tion protocol with less overhead [40]. (2) Each node is aware of the
working-sleeping schedule of all its 1-hop and 2-hop neighboring
nodes, which can be realized by just exchanging local information
with the neighbors twice initially after the network is deployed.
(3) This paper is mainly aimed at low-duty-cycle networks, where
the duty cycle of each node is usually 1% or below. For simplic-
ity, we assume that the potential packet collision issue in our tar-
get low-duty-cycle networks can be approximately ignored, this is
because the low-duty-cycle mode inherently reduces the collision
probability to a great extent which has been verified in [39]. Even
for the very rare case with few collisions, we can simply adopt
the traditional CSMA/CA protocol to well solve the collisions. (4)
We assume the working-sleeping schedules of any node and its 1-
hop neighbors are totally different from each other, which is usu-
ally true for real applications and can be implemented by adopting
some existing power management protocols, e.g., [41]. In order to
improve the network performance, e.g., to minimize average de-
tection delay, the existing work [41] carefully designed the work-
ing schedules of all nodes in a fully distributed way to make the
neighboring nodes rotate the sensory coverage. Actually, even for
the rare special case where very a few neighboring nodes could
wake up at the same time slot, our proposed solution in this paper
can be still applicable, which will be discussed in Section 5. (5) We
mainly consider the target networks with reliable links, namely the
link qualities are all assumed 100%. For simplicity and without loss
of generality, this paper does not consider the ACK packets, which
usually cost rather less energy consumption. Further, we will dis-
cuss the ACK packets in Section 5.

(1)

3.2. Broadcasting transmission model

As we know, low-duty-cycle mode will make the wireless me-
dia lose its inherent advantage for broadcasting. Traditional broad-
casting transmission model for low-duty-cycle WSNs will lead
to energy-inefficient broadcasting, due to the fact that any lo-
cal single-hop broadcast is implemented by multiple unicasts. In
this paper, we adopt the novel opportunistic broadcasting trans-
mission model, in which all receivers are divided into two types:
DelayedReceivers and InstantReceivers. The basic idea is to al-
low any DelayedReceiver to postpone its wake-up time to oppor-
tunistically overhear the broadcasting message which is sent to
some InstantReceiver. Specifically, all InstantReceivers will receive
the broadcasting message only at their scheduled active slot, but,
any DelayedReceiver will only receive a short beacon packet at its
scheduled active slot. Upon receiving the short beacon packet, the
DelayedReceiver will go to sleep immediately and set a timer to
wake itself up at the next active slot of some InstantReceiver, of
which ID is included in the beacon packet, to opportunistically

overhear the broadcasting message. Note that, the beacon packets
are not costly in our model, since the beacon packets are only the
short control packets without any payload.

For multi-hop nodes, this model adopts an efficient pre-beacon
scheme, that is, to allow any node to send beacon packets to
its next-hop nodes immediately after its reception on a beacon
packet. In other words, we allow any forwarder, who is the De-
layedReceiver, to send the beacon packets to its next-hop neighbors
between its beacon reception time and message reception time. By
carefully designing the working schedules of all nodes in a multi-
hop network, both the beacon packets and the broadcasting mes-
sage can be transmitted in a timely way.

Fig. 3 illustrates a simple broadcast example on a tree topol-
ogy, where the number labeled within each square denotes the
scheduled active slot and L=10. Fig. 3(a) shows the case where the
traditional broadcasting transmission model is adopted, all nodes
will receive the broadcasting message at their scheduled active
slot, the network will thus have the average broadcasting delay of
(2+6+3+5+8+7+9)/7=5.7 and the total energy consumption of E,
= Txk x ed+7xk x ed, where k is a positive number and denotes
the number of data packets in a broadcasting message, e¢ and e
denote the energy consumption of sending and receiving a data
packet, respectively. Fig. 3(b) exhibits the solution with the oppor-
tunistic broadcasting transmission model. As shown in Fig. 3(b),
the sink vq delivers the beacon packet B(v,), which only contains
the ID of the InstantReceiver v,, to the DelayedReceiver v;, and
then delivers the broadcasting message to the InstantReceiver v,.
Upon receiving B(v,), node v; will go to sleep immediately, and
set a timer to wake itself up at the next scheduled active slot of
the InstantReceiver v,, ie., time slot 6, to opportunistically over-
hear the broadcasting message. Note that, since each node can
be aware of the working-sleeping schedules of all its neighbor-
ing nodes within two hops, the DelayedReceiver v; can get the
working-sleeping schedule of the InstantReceiver v,. Upon receiving
the beacon packet B(v,), the forwarder v; will respectively send
a beacon packet B(vs) to the DelayedReceivers v and v4 at their
scheduled active slots, i.e., time slot 3 and time slot 5, such that
their message reception time can be deferred to the scheduled ac-
tive slot of the InstantReceiver vs, i.e., time slot 8. Likewise, the for-
warder v4 will send the beacon packet B(v;) to the DelayedReceiver
vg immediately after it receives B(vs), to make vg overhear the
broadcasting message which is sent from the forwarder v4 to the
InstantReceiver v;. The above broadcast process is explicitly illus-
trated by Fig. 4. We can find that v; and v, will have the same
E2E broadcasting delay 6, v3, v4 and vs will have the same E2E
broadcasting delay 8, vg and v; will have the same E2E broad-
casting delay 9. Thus, the solution in Fig. 3(b) will have the av-
erage broadcasting delay of (6+6+8+8+8+9+9)/7=7.7 and the total
energy consumption of Ey =4 x (e? +el) +3 xkxed +7 x k x ed,
where e? and el denote the energy consumption of sending and
receiving a beacon packet, respectively.

Compared with the traditional solution in Fig. 3(a), the total
energy benefit of the solution in Fig. 3(b) will be Ex =E; — Ep =
4% (kxed—(el+eb)). As shown in [42], it is usual that a data
packet has a length of 133 bytes and a beacon packet has only
a length of 19 bytes, e? + e is thus far less than e¢ in practice,
which means E, must be greater than 0. For broadcasting applica-
tions with large messages, e.g., code update, the benefit E5 will be
significant as k> 1. In other words, the opportunistic broadcasting
transmission model can lead to less total energy consumption but
higher average broadcasting delay than the traditional one.

Further, we can have the following observation.

Observation 1. Given a solution with the opportunistic broadcast-
ing transmission model, which contains K DelayedReceivers, its to-
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Fig. 4. Illustration of the solution in Fig. 3(b).

tal energy benefit compared with the traditional solution will be
Exn =K x (k x ed — (el +eb)).

According to the above observation, we find that more De-
layedReceivers will yield less total energy consumption for broad-
casting, however, could result in higher average broadcasting delay,
which implies the opportunistic broadcasting transmission model
can provide a flexible control on the tradeoff between average
broadcasting delay and total energy consumption for broadcasting.
For the solutions with the opportunistic broadcasting transmission
model, thus, the total energy consumption for broadcasting can be
essentially characterized by the number of the InstantReceivers, i.e.,
the solution with fewer number of the InstantReceivers will have
less total energy consumption for broadcasting.

3.3. Problem statement

In this paper, our optimization objective is the generalized
broadcasting performance that can adaptively characterize any
tradeoff relationship between delay performance and energy per-
formance. Given any network topology G = (V,E), we can define
the following broadcasting cost function:

COST(G) = DPI + 7 x EPI, (2)

where DPI denotes delay performance index that characterizes the
delay performance, EPI denotes energy performance index that
characterizes the energy performance, and the non-negative pa-
rameter 1 denotes a tradeoff factor. We can find that the gener-
alized broadcasting performance can be well characterized by the
above broadcasting cost function COST(G). By adaptively adjusting
the tradeoff factor n, our optimization objective COST(G) can be
universally applicable for the applications with various broadcast-
ing performance requirements.

Here, we take the average broadcasting delay, which denotes
the average of end-to-end (E2E) delay from the sink to all nodes in
the network and is usually an important metric to evaluate broad-
casting performance, to characterize DPI. Let D(v;) and D*(v;) re-
spectively denote the real E2E broadcasting delay and the theoret-
ically optimal E2E broadcasting delay from the sink node to any
sensor node v;. Given any network topology G = (V,E), the aver-
age broadcasting delay can be represented as follows:

2uev DWi) 3 DY) + 3, v (D(vy) — D (1))
14 4
where |V| denotes the total number of nodes in G, and if v; is the
sink node, then D(v;) = D*(v;) = 0.
For any broadcasting schedule on G, both Zuiev D*(v;) and |V|
in Eq. (3) must be fixed. Accordingly, the average broadcasting de-
lay can be essentially characterized by the following equation:

Adelay = Z (D(U,‘) —-Dr (U,‘)), (4)

vieV

D(G) = 3)

where D(v;) — D*(v;) denotes the increased E2E broadcasting de-
lay compared with the theoretically optimum for any node v;. In
this paper, we will simply employ A, to characterize DPI. For
the broadcasting schedules based on the opportunistic broadcast-
ing transmission model, as stated in Section 3.2, the total energy
consumption can be essentially characterized by the number of the
InstantReceivers. Thus, we can simply employ the number of the In-
stantReceivers, i.e., the number of the broadcasting message trans-
missions, to characterize EPL

In this paper, our objective is to solve the following Minimum
Cost Broadcast Problem (MCB).

Problem 1 (MCB). Given any low duty cycle sensor network G =
(V,E), how to utilize the opportunistic broadcasting transmission
model to design an efficient broadcasting schedule M, to minimize
the following broadcasting cost function:

COST(G) = Aclelay + 1 x C(M) (5)
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where C(M) denotes the number of InstantReceivers in M, and the
parameter 1 denotes a non-negative tradeoff factor that is usually
application-specific in practice.

4. Solution

In this section, we first define a simplified problem, i.e.,
Receiver-Constrained Minimum Cost Single-hop Broadcast Problem
(RC-MCSB), and propose an optimal solution. Then, we further ex-
tend the solution of RC-MCSB problem to our target problem and
come up with an efficient bottom-up algorithm.

4.1. Receiver-constrained minimum cost single-hop broadcast

Let Gs({v;} U{v!. ..., vN}. Es) denote a single-hop low-duty-cycle
network topology that consists of one sender v; and N receivers
{v!. .... vN}. Here, the receivers {v], ..., vN} are sorted accord-
ing to the ascending order of the sleep latency from the sender to
them, namely d(v;, v)) < d(v;, u{“) (1<j<N-1), and E; is the
set of the edges {(v;, v]). (v;,v?)..... (v;,vM)}.

Definition 1 (Constrained Range). Given a single-hop low-duty-
cycle network topology Gs({v;}U{v}.....vN}.Es) and d(v;, v)) <
d(v;, vlf“) (1<j<N-1), CR(v{) is called the constrained range
of a receiver v{(l < j < N) if and only if

. A _
CRw) = {v], v/*', ... v} (6)

1

where 1; is a integer parameter and j<n; <N.

For example, if N=5 and j=3, then the feasible constrained
range of v} could be {1}}, {v}.v}} and {1}, v} v?}.

Here, we first consider a simple variant of our target problem,
namely the following Receiver-Constrained Minimum Cost Single-hop

Broadcast Problem (RC-MCSB).

Problem 2 (RC-MCSB). Given a single-hop low-duty-cycle network
Gs({v;} U{U}, . U?’}, Es), if the constrained range of each receiver
is given, how to design an efficient broadcasting schedule M, so
that the broadcasting cost function in Eq. (5) is minimized, which
is subject to the constraint that each receiver’s constrained range
should contain at least one InstantReceiver.

For a single-hop network topology, the broadcasting schedule
mainly depends on the forwarding decision of the sender. Specif-
ically, the design of the broadcasting schedule in any single-hop
topology is essentially to determine which receivers are the De-
layedReceivers and the InstantReceivers, and to indicate the cor-
responding InstantReceiver of each DelayedReceiver. Note that, if
the receiver vlf‘ is the corresponding InstantReceiver of the De-
layedReceiver v{, it means that the sender will send a beacon
packet B(vf.‘) to the DelayedReceiver v{ and then forward the broad-
casting message to the InstantReceiver U{F. Upon receiving B(vf.‘), the
DelayedReceiver v{ will go to sleep immediately, and set a timer
to wake itself up at the next active slot of the InstantReceiver U{F
to opportunistically overhear the broadcasting message. For better
description, here, we employ IR(U{) to denote the corresponding
InstantReceiver of any DelayedReceiver v{ . We can get the following
observation.

Observation 2. Given a single-hop low-duty-cycle network
Gs({ri} Ufv!..... vV}, E), if nodes in any receiver-subset {v!, ...,
vf} (1<j<k<N-1) are all determined as DelayedReceivers
and node vf“ is determined as the InstantReceiver, then the
corresponding InstantReceiver of any node in {v{ ..... vf‘} must be
v e, IR(Y) = V91 (j<t<k).

i

Vv, 3

MSG MSG

Fig. 5. An example of a partition.

Observation 2 is true due to the fact that if the corresponding
InstantReceiver of any DelayedReceiver v,F (j<t<k) is set as not vf* 1
but any InstantReceiver in {uf“r2 ..... uﬁ." }, it will not affect the num-
ber of the InstantReceivers in broadcasting schedule but will result
in longer Ageqy. According to Observation 2, we can present the
definition of coverage group as follows:

Definition 2 (Coverage Group). Given a single-hop low-duty-cycle
network Gs({v;} U{vi], s vf’}, Es), a coverage group is defined as a

receiver-subset {v{ ..... vf‘} (1 <j<k=<N), where only the receiver
v:.‘ is set as the InstantReceiver and any receiver vf (=st<k-1)
is set as the DelayedReceiver with IR(vf ) = uf.‘.

Essentially, a coverage group can explicitly characterize a part
of the sender’s forwarding decision. Specifically, a coverage group
{v{, ey uf.‘} (1 <j<k=<N) implies the forwarding decision that the
sender will respectively send the beacon packet B(Ui‘) to each De-
layedReceiver vf (j<t<k-1) and then forward the broadcasting
message to the InstantReceiver vf.‘. Specially, j =k in the coverage
group implies the forwarding decision that the sender will only for-
ward the broadcasting message to the InstantReceiver vf. In other
words, any coverage group represents the set of receivers covered
by one broadcasting message transmission.

Given any coverage group S = {v{, e v!‘} (1<j<k<N), we as-
sume that groupIR(S) denotes the ID of the InstantReceiver in cover-
age group S; ds;m(S) denotes the sum of the increased E2E broad-
casting delay compared with the theoretically optimum for all re-
ceivers in coverage group S; and cost(S) denotes the broadcasting
cost resulted from coverage group S. Specifically,

grouplR(S) = Uf-‘;

k k
daum($) = Y _ (D) = D* (1)) = » " d (v} 1):
t=j t=j
k
cost(S) = dsum(S) +1 =Y _d(v, vf) + 1. (7)
t=j

Note that, there is only one InstantReceiver in coverage group S.
According to the definition of broadcasting cost, ie., Eq. (5), the
second item in cost(S) must be 7.

Definition 3 (Partition). Given a single-hop low-duty-cycle net-
work Gs({v;} U{v}. .... vN}, Es), a set of coverage groups
{s}.s?.....SM} (1=M<N) is called a partition of receivers
{v!.....vN} if and only if (1) U?L SE={vl.... N} () SINSk =0
for any two coverage groups S{ and Sf (I<j<k<M).

For a single-hop low-duty-cycle network, any forwarding deci-
sion of the sender can be well characterized by a partition of re-
ceivers. Fig. 5 illustrates an example of a partition P, = {S}, S?, S3}
where the coverage group S! ={v].v2,v3}, S? ={v}} and S} =



L. Xu et al./Computer Networks 136 (2018) 155-170 161

V()O

V33— V4 Vs Ve

\%i Vg Vo Vio
8 9 1 2

Fig. 6. Illustration of feasible/infeasible candidate child (L=10).

{v?.19}. In this example, P; essentially represents the broadcasting
schedule that {v3,v# 1%} are the InstantReceivers and {v], v?, v?}
are the DelayedReceivers with IR(v}) = IR(v?) = v3, IR(?) = 1%. Ac-
cordingly, the RC-MCSB problem is actually equivalent to the fol-
lowing optimal partition problem.

Problem 3 (Optimal Partition Problem). Given a single-hop low-

duty-cycle network Gg({v;} U{v},..., vf"}, Es) and the constrained
range CR(U{) for each receiver v{ (1<j<N), how to find an effi-
cient partition P; of receivers {v,.l, . v{." }. to achieve the following

optimization of the broadcasting cost:

i S
min SEZE cost(S) (8)

which is subject to the constraints that for each receiver v{
(1<j=<N), there is at least one coverage group SeP; such that
groupiR(S) € CR(v)).

Here, we let P(v;, {v} ..... U:F}) (1<k<N) denote the fol-
lowing problem: Given a single-hop low-duty-cycle network
Gs({ri}Ufv!..... vV}, Es) and the constrained range CR(v!) for
each receiver vlf (1<j<N), suppose that {v},...,v;‘} is the subset
of receivers {U},...,vf’} where 1<k<N, how to find an efficient
partition P; of receivers {v},.“, vf}, to minimize the broadcasting
cost ZSEPI_ cost(S), which is subject to the constraints that for each
receiver v{ (1 <j<k), there is at least one coverage group S e P; such
that grouplR(S) € CR(v{) ﬂ{v{, N

For any receiver v (1<t<k), 1) if CR(}) ﬂ{v?,...,v!‘} =
{v?,.,.,vf}, we will call CR(!) an invalid constrained range in
the problem P(v;, {1/1.1, vf}). This is because for any feasi-
ble solution to the problem P(v;, {v!....,v¥}), v¥ must be the In-
stantReceiver in the last coverage group S?” , which implies the con-
straint on vlF must be satisfied, ie., it must have gToupIR(SfV’) €
CRWH NV, ... vk} 2) if CR@WH Nk, ..., -1} = CR(¥Y), then we
will call CR(vl?) a valid constrained range in the problem 13(11,-, {v},
L UK.

Fu'rit)ler, we denote by OPT(k) the optimal broadcasting cost for
the problem P(v;, {v]..... v¥}). When k = N, CR(w) N{v!..... vV} =
CR(v}) for any receiver v/ (1<j<N), which implies the problem
P;, {v!. .... vN}) will be equal to the optimal partition problem.
Therefore, our target is to get OPT(N) and the optimal solution to
the problem P(v;, {v!.... . vN}).

Lemma 1. Given a problem P(v;, {v},...,v:.‘}) and its any subprob-
lem P(v;, {1/1.1, U{}) (1<j<k), if P; is a feasible solution to the
subproblem P(v;, {v}, s v{}), it must exist a feasible solution Pl.' to
the problem P(v;, {v}, v;‘}), such that P; is a part of Pl./, ie.,
P c Pi/.

Proof. For any receiver vlF (1<t<j), if CR(vlF) is a valid constrained
range in the subproblem P(;, {v}, s v{}), then CR(¥}) must also
be a valid constrained range in the problem P(v;, {v},...,vf}),

and
CR(v) M {uh. ... v} =cR(v)) N {oi. ...

if CR() is an invalid constrained range in the subproblem
P(v;, {v}.....v]}), then it must have

CR(v) M {uh. ... v} ccr(v)) M {uh. ... vk}

We suppose that P; is a feasible solution to the subproblem
P(v;, {v},...,v{}). For each receiver UIF (1 <t<j), it must exist a
coverage group SeP; such that grouplR(S) € CR(v}) N{vk, . ..,v{} c
CRW) N{rt.....v¥}, which implies the feasible solution P; also
satisfies the constraint on each vf (1<t<j) in the problem
P(v;, {vl.l, s v;‘}). Thus, P; must be a part of some feasible solution
to the problem P(v;, {u}, el vff}). The proof is completed. O

U} = CR(1));

Theorem 1. The solution to the problem P(v;, {v},...,vf}) has the
property of optimal substructure.

Proof. Suppose that Py = {S}. ..., SM} is the optimal solution to the
problem P(v;, {v}.....v¥}), the partition {S!.....SK} (1<K<M),
which is a part of P*, must be a feasible solution to the
subproblem P(v;, {v},...,v{}) where v{:group[R(Sf) and j<k.
This is because for any receiver vi (1<t<j), 1) if CR(¥}) is a
valid constrained range in the subproblem P(v;, {vil ..... v{}), then
CROHNO{L. ..., v/} = CROHNO{W, ... v}, which implies the
problem P(v;, {v!, ..., 14}) and the subproblem P(v, {v].....v/})
have the same constraint on v!, that is, the solution {S]. .... SK},
which is the subset of P*, must satisfy the constraint on vf in

the subproblem P(v;, vl ..., v{}); 2) if CR(1%) is an invalid con-
strained range in the subproblem P(v;, {U},...,v{}), then it must
have v{ e CRWH N{WE, ..., v{}. Since v{ =groupIR(SlK), the solution
{st,..., S§<} must satisfy the constraint on vf in the subproblem
P, {v}.....v}.

We assume that the feasible solution {S]....,SK} to the sub-
problem P(v;, {v,.l, v{}) is not optimal, then it must exist a bet-
ter feasible solution PiA to the subproblem P(v;, {vi] ..... v{}). Ac-
cording to Lemma 1, PiA must satisfy the constraint on each vf
(1<t<j) in the problem P(v;, {v},...,v;‘}). This implies the par-
tition PA J{SK+T, ..., SM} must be a better feasible solution than
Pr={S!.....SK}U{SIT, ... SM} to the problem P(v;. {v}.....v¥}).
which conflicts with the assumption that PF is the optimal solu-

tion to the problem P(v;, {v},. ... V¥}). Thus, {S]..... S}, which is
a part of the optimal solution P to the problem P(v;, vl ... vk,
must be the optimal solution to the subproblem P(v;, {vi], . v{}),

the proof is completed. O

According to Theorem 1, we can thus adopt a dynamic pro-
gramming approach to address the optimal partition problem.
For better description, here, we define a virtual receiver U? with
CR(W?) = 0.
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Theorem 2. OPT(k) has the following recurrence:

. . . J+1 k
OPT(k) = min  {OPT(j) +cost({v/"..... })} )
where OPT(0) =0, cost({v/*", ... .v¥}) = X8 ;,; d(@5.vf) + 7. and
s(k) = max{s € {0, ..., k—1}|vk ¢ CR(v5)).

Proof. Suppose that {S!....,SM} is the optimal solution to the
problem P(v;, {vl.l, vf}), 1/5‘ must be the InstantReceiver in
the last coverage group SfV’. If we assume v{ is the InstantRe-
ceiver in the coverage group 5;‘”*1, it must have OPT (k) = OPT (j) +

cost({v{“,...,vf}) due to the property of optimal substructure.
If there is no constrained range for each receiver, the range of j
must be from 0 to k — 1. For the problem P(v;, {U}, e vff}) where
each receiver has a given constrained range, the range of j must be
within a limited range, namely

i . j+1 k
OPT(k)—I'?El}{l{OPT(])—i-COSt({V{ N (10)

where the limited range R < {0,...,k—1}. )

For any receiver v/ (1<j<k-1), if CR()) is an invalid
constrained range in the problem P(v;, {v}, vf‘}), the con-
straint on v{ in the problem P(v;, {v},...,v!,‘}) must be sat-
isfied since Uiﬁ must be the InstantReceiver. Thus, we only
need to consider the constraints on receivers with valid con-
strained ranges. Let vf“‘) denote the last receiver with the
valid constrained range in {12, v}, ..., v;‘*l}, namely s(k) = max{s e
{0,....k—1}|vk ¢ CR(v$)}.

To determine the range of R, we make a discussion by dividing
{0,....k -1} into the following three intervals:

(1) If 0<j<s(k), then it must have vf(k) e SM due to the fact

that v{ is the InstantReceiver in SY~1. Since vk ¢ CR(U?(k)), all re-
ceivers in CR(vf(")) must be the DelayedReceivers in the coverage
group S{V’, which implies the constraint on vl?(k) in the problem
P;, {v},...,vf}) must not be satisfied. So, this interval is not fea-
sible.

(2) If s(k)§j<s(k)+|CR(vf(k))|, there is at least one In-
stantReceiver in CR(vf(k)) since v{ is the InstantReceiver, which im-

plies the constraint on vl?(k) in the problem ﬁ(vi, {v,.l, . vf.‘}) must
be satisfied. So, this interval is feasible.

(3) If s(k)+|CR@W™)| <j<k-1, each CR@W) (j+1<t<
k) must not be a valid constrained range in the problem
P(v;, {vil, s v:.‘}). So, this interval is also feasible.

Overall, the range of R is {s(k),...,k—1}. The proof is thus
completed. O

Algorithm 1 explicitly shows how to solve the problem
P(v;, {v},...,vN}) based on the recurrence in Theorem 2. In Line
3 to Line 12, we first in turn compute OPT[1], OPT[2], ..., OPT|[N]
according to the recurrence (9). Here, lastIR[k] = j implies OPT[k]
is resulted from OPT[j] + cost({v{“, ....vk}), in other words, if vk

is the InstantReceiver in the optimal solution, then vfaS”R[k]

the last InstantReceiver of v:.‘ in the optimal solution. As shown in
Line 13 to Line 26, we will get the optimal partition by a iterative
way. As vf’ must be the InstantReceiver in the optimal solution, we
can initially set k=N, and define S[1] as the last coverage group
in the optimal solution, we must have S[1] = {vﬁ‘mm[kl+1 ..... vk},
and IR(v{) = vf for all lastIR[k]+1 < j <k—1. Next, we set k =
lastIR[k] and vff must be the InstantReceiver in S[2], then we repeat
the above iteration process to figure out all the coverage groups
S[1],5[2], S[3], ... in the optimal solution Pf.

As shown in Algorithm 1, we can employ Eq. (7) to compute
cost({v{, vf.‘}) in O(N) time for any coverage group {v;.’, el v?‘}.

must be

Algorithm 1: Optimal Partition Algorithm.

Input: Gs({v;} U{v]..... vV}, E) and CR(U{) (1<j<N).
Output: OPT(N) and the optimal partition P;.

1 OPT[0] =0; S[j]=9 (1 <j<N); [/S[j] denotes the
coverage group.

2 compute all cost({v{, e vf}) (1 < j <k <N) according to the
Equation 7;

3fork=1t N do

a  minCost = +o0; s, =max{s e {0,....k—1}[vk ¢ CR};

5 forj=s,tok—1do

6 if OPT[j] + cost({v{“, ....U¥}) < minCost then

7 minCost = OPT[j] + cost({v{“ VD)

8 lastIR[k] = j; |/OPT[k] is resulted from

OPT[j] + cost ({v ™, ..., vk}).

9 end

10 end

1 OPT[k] = minCost;
12 end

13 groupCount = 0; k = N,
14 for j=Nto 1 do
15 if j ==k then

16 groupCount = groupCount + 1;

17 S[groupCount] = S[groupCount] U{v{};

18 set v{ as the InstantReceiver;

19 grouplR = k;  k = lastIR[k];

20 end

21 else

22 S[groupCount] = S[groupCount] U{v{};

23 set vlf as the DelayedReceiver with IR(v{ ) =15 oupIR,
24 end

25 end

26 P* = {S[groupCount], S[groupCount — 1], ..., S[1]};

Since it has totally O(N?) coverage groups for receivers {v}, ..., vN},
the total running time to compute all cost({v{,...,vf})(] <j<
k<N) will be O(N3). We can find that the running time of
Algorithm 1 is dominated by the time to compute the broadcast-
ing costs of all the coverage groups, thus, Algorithm 1 has a time
complexity of O(N3). ‘

Specially, we can find that if each CR(v{) (1<j<N)is an invalid
constrained range in the problem P(v;, {v}, ..., vN}) (ie, CR(V{) =
{U{ ..... vN}), the problem P(v;, {v!. ..., vN}) will be equivalent
to the Minimum Cost Broadcast Problem (MCB) for single-hop net-
works, and s(k) will always be 0 for any OPT(k).

4.2. The bottom-up algorithm

Next, we will introduce how to solve our target MCB problem
based on the solution to the RC-MCSB problem. Specifically, we
propose a novel bottom-up solution to the MCB problem, which
mainly consists of the following three phases: (1) fat-tree construc-
tion; (2) bottom-up forwarder selection; (3) schedule adjustment.

4.2.1. Fat-tree construction

Given a low-duty-cycle sensor network G = (V, E) and any node
v;eV, we let CPS(v;) and CCS(v;) respectively denote node v;’s can-
didate parents set and candidate children set. Specifically, any node
vj € CPS(v;) if and only if there exists a minimum end-to-end delay
path from the sink to node v; where node v; is the parent of node
v;; Likewise, any node v; e CCS(v;) if and only if there exists a min-
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imum end-to-end delay path from the sink to node v; where node
v; is the parent of node v;.

By adopting a simple approach that is similar to the classical
Dijkstra Algorithm, we can get the Minimum Delay Path Fat-Tree
(MDPFT) on G, where each node v; can be aware of its CPS(v;) and
CCS(v;). Specially, CPS(vq) is defined as ¢ for the sink vy. Obviously,
any spanning subtree of the MDPFT must be a Minimum Delay Path
Tree (MDPT).

4.2.2. Bottom-up forwarder selection

Given a low-duty-cycle sensor networks G = (V,E), we first
present the definition of feasible/infeasible candidate child as fol-
lows.

Definition 4 (Feasible/Infeasible Candidate Child). For any single-
hop topology Gs({v;} | JCCS(v;), Es) where v; € V and CCS(v;) # 9,
(1) any node v; € CCS(v;) is called the feasible candidate child of
v; if and only if CCS(v;) =@ or CCS(v;)cCCS(v;);
(2) any node v; € CCS(v;) is called the infeasible candidate child
of v; if and only if CCS(v;) ¢ CCS(v;).

Fig. 6 exhibits a simple network topology where CCS(vg) = {vy,
V2, V3, V4, Vs, Vg}, CCS(v1) = {vo, v3}, CCS(v3) = {va, V7, Vg, Vo, Vio}
and CCS(v,) = CCS(v4) = CCS(vs) = CCS(vg) = CCS(v7) = CCS(vg) =
CCS(vg) = CCS(v1g) = V. According to the Definition 4, nodes {vq,
Vo, V4, Vs, Vg} must be the feasible candidate children of node vy,
and node v; must be the infeasible candidate child of node vj.

Here, we will find a MDPT from the MDPFT to design the
broadcasting schedule. Different from the traditional top-down so-
lutions, we come up with a novel Bottom-up Forwarder Selection
Algorithm to get the broadcasting schedule. For better description,
we first define the following Delay-Bounded Minimum Cost Single-
hop Broadcast Problem (DB-MCSB).

Problem 4 (DB-MCSB). Given a single-hop low-duty-cycle network
Gs({vi} Ufv]..... vV}, E) and the deferred delay bound d* (v))
for any receiver v{ (1<j<N), how to utilize the opportunistic
broadcasting transmission model to design an efficient broadcast-
ing schedule M so that the broadcasting cost function in Eq. (5) is
minimized, which is subject to the constraint that each receiver
v/'s deferred delay D(v)) — D*(v!/) must be less than d* (/).

Obviously, the DB-MCSB problem is equivalent to the RC-MCSB
problem that proposed in Section 4.1. For any receiver v{ (1<j<N),
specifically, the constraint that D(v{) — D* (U{) < dA(v{) is actually
equivalent to the constraint that the constrained range CR(v{ )=
{vlve {v/.....vN} & d(v/, v) < d®(v))} should contain at least
one InstantReceiver. Thus, the DB-MCSB problem can be simply
solved by Algorithm 2 .

Algorithm 2: Delay-Bounded Minimum Cost Single-hop
Broadcast Algorithm.
Input: Gs({v;} U{v]..... vV}, E) and dA(v{) (1<j<N).
Output: OPT(N) and the optimal partition P}
1for j=1to N do

2 CRW) =y

3 for k=j to N do

4 if d(v], v¥) < d®(v)) then
5 CR(v)) = CR(v)) Ufvt};
6 end

7 end

s end

9 call Algorithm 1;

Next, we will present the detailed description of the Bottom-up
Forwarder Selection Algorithm, which is based on the solution to the
DB-MCSB problem. Specifically, our proposed Bottom-up Forwarder
Selection Algorithm consists of the following steps.

(1) Step 1: Initialization

First, we define two sets: candidate forwarder set and determined
forwarder set, which are both initially set as @. For each node v;
where v;eV and CCS(v;)#¢, it will check whether all nodes in
CCS(v;) are the feasible candidate children of v;. If yes, node v; will
be marked with candidate forwarder and be added into the candi-
date forwarder set. Also, we initially mark v; with uncovered state
and define d2 (v;) = L for each non-sink node v;.

(2) Step 2: Candidate Forwarder Competition

For any candidate forwarder v; in the candidate forwarder set,
we let cost*(v;, CCS(v;)) denote the resulted optimal broadcasting
cost when adopting Algorithm 2 on the topology Gs(v; CCS(v;)),
and define the following competition factor:

cost* (v;, CCS(vy))
|CCSw)| 7

which characterizes the average resulted broadcasting cost on each
covered node. The candidate forwarder v* with the least compe-
tition factor in the candidate forwarder set will be selected as the
competition winner. The winner v* will be added into the deter-
mined forwarder set and then Algorithm 2 will be performed on
the local topology Gs(v*, CCS(v*)) to get the forwarding decision of
v*

CF(vy) = (11)

(3) Step 3: Information Update

After the competition, any node v; e CCS(v*) will be marked
with covered state, and each node v;eCPS(v;) will update its
CCS(vj) = CCS(v;) — {v;}. Suppose that P = {S], ..., SM} is the op-
timal solution when adopting Algorithm 2 on the topology Gs(v*,
CCS(v*)), we will update dA(v*):d(v*,groupIR(Si])). Also, the
candidate forwarder set will be updated. Specifically, any node
v; € CPS(v*) will re-check whether it is the candidate forwarder and
update the candidate forwarder set if necessary, since CCS(v*) turns
to be ¢ that implies v* will become the feasible candidate child of
v;. Further, we will identify all the candidate forwarders of which
candidate children set are ¢, and then remove them from the candi-
date forwarder set. Afterwards, it skips to Step 2 to repeat the pro-
cess until all the non-sink nodes are marked with covered states.

According to the above, we can find that the Bottom-up For-
warder Selection Algorithm is a iterative solution by rounds. Each
round competition will determine a forwarder. Finally, all for-
warders in the determined forwarder set and their forwarding de-
cisions will constitute the broadcasting schedule. In this algorithm,
we regard the competition factor in Eq. (11) as the metric to greed-
ily select the forwarder at each round. Obviously, the candidate
forwarder with the least competition factor will be preferred, this
is because the greedy strategy that locally takes less cost to cover
more sensing nodes each time could intuitively result in a lower
total broadcasting cost of the network. Note that, we initially de-
fine d2(v;) =L for each non-sink node v;, which implies there
is no limitation on the deferred delay of v; due to the fact that
the deferred delay D(v;) — D*(v;) must be less than L for any
broadcasting schedule under our model. Our algorithm follows the
bottom-up design rule that any node v; will not join the candi-
date forwarder competition until all nodes in CCS(v;) have been
the feasible candidate children of v;. In Step 3, we set d2(v*) =
d(v*,groule(Si])) after each round competition, to make sure v*’s
message reception time must precede the time that v* first for-
wards the message.

Here, we will take the simple example in Fig. 6 to illustrate
the above-mentioned Bottom-up Forwarder Selection Algorithm. In
Fig. 6, we assume the tradeoff factor n = 10. For each sensor node
v; (ie{1,...,10}), we will initially mark it with uncovered state
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Fig. 7. Illustration of the solution to the example in Fig. 6.

and set d2(v;) as the working-sleeping schedule period length 10.
Obviously, node vs is the only candidate forwarder since all nodes
in CCS(v3) are the feasible candidate children of v3, which im-
plies v3 must be the competition winner and it will be added
into the determined forwarder set. Algorithm 2 will then be per-
formed on the topology Gs(vs, CCS(v3)) to get the solution Pf =
{{v4.v7,v5,v9,V10}}. Which explicitly characterizes the forward-
ing decision of the determined forwarder v;. Afterwards, we up-
date CCS(vg) = {v1.v5.v3.V5, g}, CCS(v3) =@, and {v4, v;, Vg, Vg,
vio} will all be marked with covered states. Further, we update
d?(v3) = d(v3,v10) =9, and the candidate forwarder set is updated
with {vg, v{} as v3 has become the feasible candidate child of
vo and vy. It is obvious that CF(vg) = SLWCCSWe)) _ 24 _ 48

[CCSv)] -5
which is less than CF(v;) = %&C]S;ﬂ)) = =55, thus vy will
become the competition winner and be added into the deter-
mined forwarder set. Then, we will get vy’s forwarding decision
Py = {{v1.v2.v3}. {vs, v6}} by performing Algorithm 2 on the topol-
ogy Gs(vg, CCS(vyp)), and mark {vq, v,, v3, vs, vg} with covered states.
Finally, we can get the broadcasting schedule that is represented
by the determined forwarders {vy, v3} and their forwarding de-
cisions B} = {{v1, v, v3}. {vs, U6}}. P = {{va4, v7, v, V9, V1o}}. Fig. 7
exhibits the resulted broadcasting schedule.

4.2.3. Schedule adjustment

In bottom-up forwarder selection phase, we get the broadcast-
ing schedule for our target network. However, we find that such
broadcasting schedule could be further improved by changing the
parent forwarders of some DelayedReceivers. Here, we still take
Fig. 6 as example. In our solution as shown in Fig. 7, node v4 is
node v3's DelayedReceiver with the deferred delay D(v4) — D*(v4) =
d(v4,v19) = 7. As shown in Fig. 8, if the DelayedReceiver v4 chooses
vg rather than v3 as its parent forwarder, the deferred delay
D(v4) — D*(v4) will be reduced to d(vy4,vg) = 2 without affecting
total energy consumption for broadcasting. This implies that our
solution still offers the potential opportunity to improve the broad-
casting delay performance by reassigning the parent forwarders to
some DelayedReceivers from their candidate parents sets.

Based on the solution M* that derived from bottom-up forwarder
selection phase, we come up with the following schedule adjust-
ment approach to further improve the broadcasting schedule:

Let Pr={S].....,SM} denote the forwarding decision of any
determined forwarder v; in M*. For each DelayedReceiver v in
M*, we first check its any candidate parent v;eCPS(v) that
whether v; is the determined forwarder in M* and also d(v;, v) <
d(vi,groupIR(S?”)), if yes, we will figure out dd(v;, v) by the follow-

Fig. 8. Improved solution by schedule adjustment.

ing equation
dd(v;,v) = rsn})nd(v, grouplR(S)); (12)
ebr

If no, v; will be removed from the candidate parents set CPS(v)
(Note that, we only consider any v; € CPS(v) that satisfies d(v;, v) <
d(v;, groupIR(Sﬁ"’ )) as the candidate parent of the DelayedReceiver v,
this is because d(v;, v) > d(vi,groupIR(SfV’)) can not make the De-
layedReceiver v be covered by the forwarding decision P). Then, we
will find the node v* from CPS(v), where

v* =arg min dd(v;,v). 13

g, min ;. v) (13)
If v* is just the parent forwarder of node v in the solution M*, no
change will be performed on M*; Otherwise, M* will be adjusted
by reassigning v* as the parent forwarder of the DelayedReceiver v,

it implies v will become the DelayedReceiver of the forwarder v*
with

IR(v) = groupIR(arg mind (v, groupIR(S)). (14)
<P+
where P* denotes the forwarding decision of v* in M*.

Theorem 3. For any low-duty-cycle sensor network G = (V,E), our
solution on G must have that

Adetay < <|V| i ‘11) ‘L. (15)

dmax
where dmax denotes the maximum node degree in G.

Proof. Our solution is to find a MDPT from the MDPFT to de-
termine the broadcasting schedule, which implies it must have
D(v;) — D*(v;) =d(v;, IR(v;)) < L for any DelayedReceiver v;. In
our solution, there are at least |'|dvn‘1—;xl'| InstantReceivers, which
implies there are at most |V|-1— f'gﬂt—;}} DelayedReceivers. Let
DR denote the set of the DelayedReceivers in our solution. Since
D(vg) — D*(vg) =0 for the sink vy and D(v;) —D*(v;) =0 for
any InstantReceiver v;, we have Ageq, = Zvigv (D;) —D*(vy)) =
Yueor D) =D* (W) < DRl x L < (V[ =117y 5L The
proof is thus completed. O

Theorem 4. Given any low-duty-cycle sensor network G = (V,E), the
time complexity of our solution on G is O(|V|? - d3,,,), where dmax
denotes the maximum node degree in G.

Proof. (1) In fat-tree construction phase, we adopt an approach
that is similar to the classical Dijkstra Algorithm, which will cost
O(]V]?) time, to get the MDPFT. (2) In bottom-up forwarder selec-
tion phase, we can find that the running time is dominated by
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the computation time of the competition factor values for all nodes.
At each round of candidate forwarder competition, each node v;
will first cost O(d2,,,) time to decide whether any node vj € CCS(v;)
is the feasible candidate child of v;, this implies that it will cost
0(d2,,4) x O(dmax) = 0(d3,,,) time to decide whether v; is the can-
didate forwarder. According to the analysis in Section 4.1, any can-
didate forwarder will take 0(d3,,,) time to figure out its competition
factor value. Thus, each node in V will totally cost at most O(d2,,)
running time to get the competition factor value at each round of
competition. Due to the fact that it has at most O(|V|) rounds of
competition, each node in V will take at most O(|V| - d2,,,) time in
total. This implies the computation of the competition factor values
for all nodes will totally cost O(|V|) x O(|V| - d3,..) = O(|V|? - d3..,)
time. (3) In schedule adjustment phase, the running time is dom-
inated by the computation time of v* value (Eq. (13)) for all the
DelayedReceivers in M*. For each DelayedReceiver in M*, it will cost
O(dmax ) time to figure out v*. As there are at most O(|V|) De-
layedReceivers in M*, it must have totally O(|V]-dmax ) time to figure
out v* for all the DelayedReceivers in M*.

Overall, the time complexity of our solution on G will thus be
O(IVI2) + O(IV[2 - d3,,) + O(IV| - dmax) = O(IV |2 - d2,,). The proof
is thus completed. O

5. Discussion

As stated in Section 3.1, this paper assumes that the working-
sleeping schedules of neighboring nodes are totally different from
each other, which is usually true for most of the real low-duty-
cycle WSNs. However, it could still have a small probability for
the special case that very a few neighboring nodes could have
an identical working-sleeping schedule. Suppose that the sender
v; has n+1 receivers {v} ..... v?“}, and receivers {vil,...,v?} have
the same working-sleeping schedule, namely d(v;, v{) =d(;, v{“)
(I<j<n-1) and d(v;, v}) < d(v,-,v;?“). If we adopt the tradi-
tional solution, the total energy consumption for broadcasting E; =
2xkxed + (n+1)«kxed; If the sender v; defers the message re-
ception time of all the DelayedReceivers {Uil,...,v?} to the ac-
tive slot of the InstantReceiver v{’“, the total energy consumption
for broadcasting will be E, =el +nxel +kxed + (n+1)xkxed.
Thus, we can find that the energy benefit from deferring will be
Eq — Ep = kxed — (el + n «eb). Obviously, if very a few neighboring
nodes have an identical working-sleeping schedule, i.e., n is less,
the energy benefit E; — E, will still be greater than 0. For the ap-
plication with large broadcasting message, such energy benefit will
be more significant. This implies the conclusion that the total en-
ergy consumption for broadcasting can be essentially characterized by
the number of the InstantReceivers will be still true even for this
special case. Accordingly, our proposed solution is still applicable
for the special case where very a few neighboring nodes could
have an identical working-sleeping schedule.

Here, we can extend our solution mentioned above to this
special case by regarding the neighboring nodes with the same
working-sleeping schedule as one virtual node. For example, given
a single-hop topology Gs({v;}UJ {vj,. ..., vj}.Es) in which d(v;,
Ujl) < d(Vi, sz) = d(Vi, UjB) = d(V,‘Y Vj4) < d(Vl', 1/]'5) = d(V,’,
Vi), we can re-mark receivers {vj, ..., v} as {v],v}v}},
where v} = {v} }, v = {v;,,v},,v;,}, v} = {vj;, v }. Here, each v/
(je{1, 2, 3}) denotes a virtual node, we can define that t(v}) =
tw;,), t@?) =t(;,) =t(;,) =t;,) and t@}) =t(vj) =tv),).
Further, a virtual node is called the DelayedReceiver|/InstantReceiver
if and only if all sensor nodes in this virtual node are the De-
layedReceivers/InstantReceivers. Note that, any InstantReceiver virtual
node represents one broadcasting message transmission. For any
coverage group {v!,....v¥} (j<k), dsum({v!,....v¥}) will be repre-

sented by

k

dsum({v{, ) = zk: > od(v.vf) =" (v x d(v]". vf))

m=j vev m=j

(16)

where |v"| denotes the number of sensor nodes in virtual node v[".

Except the transmission of broadcasting messages, the com-
monly seen traffics in WSNs are mainly from periodical data col-
lection applications and rare-event detection applications. For the
periodical data collection applications, we can definitely be aware
of the period of data collection, which is usually a fixed relatively
long duration. Accordingly, we can carefully pick a proper time to
start broadcasting from the sink, so that the collisions between
the broadcasting messages and data collection messages can be
avoided. As the rare-event detection applications usually have low
traffics in practice, the collision probability between the broadcast-
ing messages and event detection messages will be relatively low,
we can thus simply adopt the commonly-used traditional CSMA/CA
protocol to well solve such collisions.

In this paper, we do not consider the ACK packets. Actually,
we can find the conclusion that the total energy consumption for
broadcasting can be essentially characterized by the number of In-
stantReceivers will still hold even the energy consumption of ACK
packets are considered into the energy consumption model. When
considering the ACK packets, note that, we require DelayedReceivers
should reply the ACK packets to the sender after they overhear the
message.

In Section 3.1, we simply assume that every time slot is set
long enough so that it can accommodate the transmission of any
potential broadcasting message. Such assumption is applicable in
practice, however, could bring inefficient delay performance for
other traffics. Specifically, the broadcasting applications with large
message, such as code update, require that each time slot should
be set long enough. which will incur poor delay performance for
those commonly-seen applications with one packet transmission,
e.g., configuration distribution, data collection and rare-event de-
tection. In practice, we can thus set the length of each time slot so
that it can accommodate the transmission of at least one packet,
to guarantee the delay performance for the applications with one
packet transmission. For some applications with large message, we
can transmit each packet in the message one by one in a timely
pipeline way.

In our solution, each node will initially keep awake immedi-
ately after the deployment and the sink will derive the network
topology according to some existing solution. Based on the net-
work topology, the sink will execute our algorithm to obtain the
broadcasting schedule and then distribute it to all nodes in the
network, and this will be done during the initialization phase of
the network and is an one-time task. Actually, this is also the com-
monly used implementation way for most of the existing central-
ized algorithms. Once getting the broadcasting strategy, each node
will put itself into the low-duty-cycle mode according to its own
working-sleeping schedule, which is based on a particular power
management protocol. In practice, the topology of a network may
change in three cases: (1) an existing link disappears due to ob-
stacles; (2) a new link appears due to removal of obstacles; (3)
a node dies. In all cases, a simple scheme is to periodically re-
execute our algorithm to update the broadcasting schedule accord-
ing to the history record about the frequency of topology change,
this is also the commonly used approach for almost all of the ex-
isting works. Actually, how to make a low-cost and high-efficient
on-line adaptive scheme to overcome the topology change is still
an open problem for all of the existing works, and we plan to fur-
ther study this problem in our future work.
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In low-duty-cycle WSNs, we usually improve the network per-
formance, e.g., to minimize average detection delay, by carefully
designing the working schedules of all nodes to make the neigh-
boring nodes rotate the sensory coverage [41], which implies
the neighboring nodes almost have the different working-sleeping
schedules from each other. Moreover, for a specific network perfor-
mance requirement, it is usual that each node will correspondingly
increase the period length L as the node density increases.

6. Performance evaluation
6.1. Simulation settings

Here, we will evaluate the performance of proposed solution by
extensive simulations. Suppose that there are Num sensor nodes
are uniformly deployed in a square sensory field with the size
of 100 m*100 m, where the sink node is located at the center.
Also, we assume that each working-sleeping schedule period of
any node consists of one active slot and L —1 sleeping slots, and
each node independently and randomly determines its periodical
working-sleeping schedule. In our setting, all nodes are assumed
have an identical communication range r.. Unless otherwise stated,
we set Num=800, L=200, r.=15 m, n=200, and all the experiment
results are generated by averaging over 20 times.

In our simulations, note that, we allow the neighboring nodes
could have an identical working-sleeping schedule. However, the
parameters set in our simulations can make very a few neighbor-
ing nodes, or even no neighboring nodes, have the same working-
sleeping schedules, which can well-simulate the real low-duty-
cycle sensor networks.

6.2. Baselines

In this section, we will take the following 7 heuristic ap-
proaches as the baselines to evaluate the performance of our pro-
posed MDPFT-based bottom-up solution.

- MDPT-based delay-first solution: This approach adopts a
delay-first strategy without deferring. Specifically, it first finds
a MDPT, which is rooted at the sink node, from the network
topology, then the sink node broadcasts the message directly
along with the MDPT. In this solution, all sensing nodes are the
InstantReceivers and any local single-hop broadcast will be im-
plemented by multiple unicasts.

MDPT-based energy-first solution: This approach adopts an
energy-first strategy where each forwarder only sets exactly
one of its receivers as the InstantReceiver. It first finds a MDPT
rooted at the sink node from the network topology, then the
sink node will forward the message along with the MDPT in a
top-down order. Let {v], ..., v} denote the children of any for-
warder v; on MDPT where d(v;, v{) <d(vj, v{“) (1<j<N-1),
any forwarder v; will check whether its deferred delay D(v;) —
D*(v;) > d(v;, vf") once its parent has determined the forward-
ing decision, if yes, v; will make the forwarding decision that
nodes {v}, v{."} all defer their message reception time to the
active slot of vl.l ’s next working-sleeping schedule period; other-
wise, v; will make the forwarding decision Py = {{v],..., v}}}.
In other words, there is only one time message transmission
for any forwarder on MDPT.

MDPFT-based delay-first solution [14]: This approach is simi-
lar to the MDPT-based delay-first solution, the difference is that
this approach determines the broadcasting schedule from the
MDPFT by adopting a top-down and iterative greedy strategy.
The detailed description of this approach is shown in [14].
MDPFT-based energy-first solution [14]: This approach is sim-
ilar to the MDPT-based energy-first solution, the difference is
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Fig. 9. Performance comparison when 7 varies between 1 and 20.

that this approach determines the broadcasting schedule from
the MDPFT by adopting a top-down and iterative greedy strat-
egy. The detailed description of this approach is shown in [14].
MDPT-based top-down solution [14]: This approach first finds
a MDPT rooted at the sink node from the network topology,
and then determines the forwarding decisions of all forwarders
on MDPT in a top-down order. Specifically, any forwarder on
MDPT will make the forwarding decision only if its parent has
determined the forwarding decision. Once D(v;) — D*(v;) is de-
termined, any forwarder v; on MDPT will make the forwarding
decision based on the constraint that D(v;) — D*(v;) must be
less than the sleeping latency from v; to its first InstantReceiver.
The detailed description of this approach is shown in [14].
MDPFT-based top-down solution [14]: This approach is simi-
lar to the MDPT-based top-down solution, the difference is that
this approach determines the broadcasting schedule from the
MDPFT by adopting a top-down and iterative greedy strategy.
The detailed description of this approach is shown in [14].
MDPT-based bottom-up solution: This approach first finds a
MDPT rooted at the sink node from the network topology,
and then determines the forwarding decisions of all forwarders
on MDPT in a bottom-up order. Specifically, any forwarder on
MDPT will make the forwarding decision only if any of its chil-
dren is either the leaf node or the forwarder that has deter-
mined the forwarding decision. Initially, this approach defines
d2(v) =L for each sensing node v, and let {v!, ..., vN} de-
note the children of any forwarder v; on MDPT where d(v;,
v{) <d(v;, v{“) (1 <j<N-1), any forwarder v; will perform
Algorithm 2 on the topology Gs({v;} U{v}..... vV}, E5) to get
the forwarding decision P = {S!.....SM} once any of its chil-
dren is either the leaf node or the forwarder that has deter-
mined the forwarding decision, and then update its d® (v;) =
d(v;, groupIR(S})).

6.3. The impact of tradeoff factor

Next, we will compare our proposed MDPFT-based bottom-up
solution with the above baselines under various configurations.
First, we will simulate the applications with various broadcast-
ing performance requirements by adjusting the tradeoff factor 7.
Figs. 9 and10 exhibit the performance comparison on our solution
and the baselines when 7 varies from 1 to 20. Under this con-
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Fig. 10. Performance comparison when n varies between 1 and 20.

figuration, our solution has a much better performance than the
energy-first strategies and has a similar performance to the delay-
first strategies when »n is small, since small n implies the broad-
casting cost will be dominated by the delay performance. As 7 in-
creases, we can find that the performance advantage of our solu-
tion is getting larger, since the increase on n will make the energy
performance have a larger impact on the broadcasting cost, which
implies the delay-first strategies that only focus on the delay per-
formance rather than the tradeoff between delay performance and
energy performance will gradually lose their advantages. Also, our
solution performs better than all the top-down solutions, this is
because the top-down solutions could bring large broadcasting de-
lay. For the top-down solutions, specifically, any forwarder v; will
defer the message reception time of all its receivers {v},...,vf’}
to the active slot of v}‘s next working-sleeping schedule period if
D(v;) — D*(v;) > d(v,v,vf’), which will make the deferred delay of
v} be increased to L and the other receivers also significantly in-
crease their deferred delay, and the constraint that D(v;) — D*(v;)
must be less than the sleeping latency from v; to its first In-
stantReceiver will also degrade the delay performance. However,
our bottom-up solution can make sure that any DelayedReceiver
has low deferred delay which must be less than L, and the sched-
ule adjustment scheme will also improve the delay performance.
Our solution also outperforms the MDPT-based bottom-up solu-
tion, this is because our solution is based on the MDPFT which
will provide a higher flexibility on the forwarders selection.

Fig. 11 shows the performance comparison between various so-
lutions when 7 varies from 20 to 400. We can find that our solu-
tion still has the best performance over all the solutions even if n
is large. As n is getting larger, the energy performance will gradu-
ally dominate the broadcasting cost, our solution will thus have a
larger performance advantage over the MDPFT-based delay-first so-
lution but a smaller performance advantage over the MDPFT-based
energy-first solution. According to the simulation result, we find
the performance of our solution will be close to that of the MDPFT-
based top-down solution as 7 is large enough, this is because our
proposed bottom-up solution will result in the limitation on en-
ergy performance. For any forwarder v; in our solution, specifi-
cally, the bound d2(v;) implies the constraint that there must be at
least one InstantReceiver in the constrained range CR(v;), which will
limit the improvement of energy performance. Thus, our solution
could not have a significant advantage compared with the MDPFT-
based top-down solution when 7 is large enough. However, our
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solution still exhibits a much better performance than the MDPT-
based bottom-up solution even if n is large, and its performance
advantage over the MDPT-based bottom-up solution will get larger
as 7 increases. This is because our solution has a better flexibility
on the forwarders selection to improve the energy performance,
compared with the MDPT-based bottom-up solution.

6.4. The impact of network density

Further, we evaluate the impact of network density on broad-
casting cost. Fig. 12 shows the performance comparison between
various solutions when 1 = 200 and Num varies from 600 to 1000.
We can find that no matter how the network density varies, our
solution will always outperform the other solutions, and also the
performance advantage of our solution over the MDPFT-based top-
down solution will get larger as the network density increases.

6.5. The impact of duty cycle

Fig. 13 exhibits the impact of duty cycle on broadcasting cost.
We can find that as L increases, i.e., duty cycle decreases, the per-
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formance of the delay-first strategies will gradually turn to be sta-
ble, since the broadcasting cost resulted from the delay-first strate-
gies mainly depends on the number of message transmissions,
which will converge to the number of all sensing nodes as L in-
creases. Also, we find the performance of the energy-first strategies
will significantly increase as L increases. In Fig. 13, we find that
our solution will always have the best performance over all the
solutions under whatever duty cycle, and our solution will have
a larger performance advantage over the top-down strategies as L
increases, this is because when 7 is fixed, the increase of L will
make delay performance have a larger impact on the broadcasting
cost, and as stated before, our solution will exhibit the better delay
performance compared with the top-down strategies.

6.6. The impact of communication range

In Fig. 14, we show the relationship between broadcasting cost
and the communication range r.. In general, the broadcasting cost
of all the solutions will decrease as r. increases, this is because the
increase on r. will basically reduce the number of forwarders and

also make any forwarder have more receivers with the identical
working-sleeping schedule. Here, our solution still exhibits the best
performance over all the solutions no matter how r. varies. Note
that, our solution will have a larger performance advantage over
the top-down strategies as r. decreases.

Therefore, we can conclude that our solution always outper-
forms the other solutions under whatever configurations.

7. Conclusion and future work

In this paper, we focus on the broadcast problem for low-duty-
cycle WSNs, and adopt a novel opportunistic broadcasting trans-
mission model, which provides a flexible control on the tradeoff
between delay performance and energy performance for broad-
casting. We define a generalized broadcasting cost function, which
can provide an adaptive control on the tradeoff between aver-
age broadcasting delay and total energy consumption for broad-
casting to meet various performance requirements. Our goal is to
utilize the opportunistic broadcasting transmission model to find
an efficient broadcasting schedule to minimize such broadcasting
cost function, so that the specific broadcasting performance re-
quirement is satisfied. To this end, we first define the receiver-
constrained minimum cost single-hop broadcast problem, which
can be solved by a dynamic programming algorithm with a poly-
nomial running time. Then, we extend it to our target problem, and
come up with a novel MDPFT-based bottom-up solution. The sim-
ulation results reveal that our proposed bottom-up solution signif-
icantly outperforms the existing top-down solutions and the other
solutions.

In our future work, we aim to consider how to extend our tar-
get problem to unreliable networks. In practice, many WSNs are
usually deployed in a tough environment with lossy links. The
combination of low-duty-cycle operation and the unreliability of
links will further exacerbate the inefficiency of broadcasting, which
implies our target problem under the unreliable networks has be-
come a challenging issue. To this end, how to carefully joint the
opportunistic broadcasting transmission model and link correlation
to design efficient broadcasting algorithms will be our main con-
cern in future. Besides, our future work will further consider how
to combine with the Wake-On-Radio model, which can employ a
second low power radio as a trigger to wake up the primary radio,
and how to extend our target problem to asynchronous low-duty-
cycle networks without any time synchronization.
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