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Abstract To reduce the energy waste caused by idle lis-

tening, sensor nodes in wireless sensor networks (WSNs)

usually work with low-duty-cycle mode. However, such

mode brings many new challenges, especially for broad-

casting applications. This paper proposes to exploit the

broadcast nature of wireless media to further save energy

for broadcasting in low-duty-cycle WSNs, by adopting a

novel opportunistic broadcasting transmission model. The

key idea is to allow nodes to defer their wake-up time slots

to opportunistically overhear the broadcasting messages

sent by their neighbors, improving the energy efficiency at

the cost of the increase of average broadcasting delay.

Instead of regarding delay or energy as the single opti-

mization objective, in this paper, we present a broadcasting

cost function, which provides an adaptive control on the

tradeoff between delay and energy to cover various per-

formance requirements. Our target is thus to find the

optimal broadcasting schedule to minimize the broadcast-

ing cost, based on the opportunistic broadcasting trans-

mission model. To this end, we first model the target

problem under the single-hop case as a dynamic pro-

gramming problem and prove it is solvable in polynomial

time, then extend it to the multi-hop case and come up with

an efficient solution. Extensive simulation results reveal

that our solution always has a better performance over the

other solutions under whatever configurations.

Keywords Wireless sensor networks � Low-duty-cycle �
Opportunistic broadcasting transmission model �
Broadcasting schedule

1 Introduction

In recent years, the Internet of Things (IOT) has been devel-

oped rapidly with the progress of many emerging techniques,

such as wireless sensor networks (WSNs) [1–4], multimedia

processing [5–8], 4G communication technique [9] and cloud

computing [10–14]. As the key technique of IOT, WSNs has

made a great progress on the research areas of routing [15, 16],

coverage [17, 18], topology control [19] and localization [20]

etc.. More and more real WSNs applications have been

deployed in various fields, they almost require that the system

should run for a relatively long period. Also, it is usually hard

to replace or recharge batteries for sensor nodes since many

WSNs are deployed in a tough environment. This fact implies

the importance to takeenergyefficiencyas thefirst concern for
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WSNs.The existingwork [21] has verified that idle listening is

the major source of energy waste in sensor networks with low

traffic. In order to greatly reduce the energy waste caused by

idle listening, sensor nodes usually work with low-duty-cycle

mode, namely each node has its own working schedule to

alternate betweenworking state and sleeping state. Low-duty-

cycle mode makes each node sleep periodically so as to adapt

to the low traffic characteristic of sensor networks, it thus

facilitates the improvement of energy efficiency. However, it

bringsmanynew challenges regarding delay performance and

energy performance. On the one hand, the difference of

working schedules between neighboring nodes makes the

network yield a notable increase on communication delay,

which is usually called sleep latency [22].On the other hand, it

will have a significant effect on the energy efficiency for the

broadcasting applications.

In WSNs, broadcasting is a frequently-used fundamental

function. Many applications often require the sink node dis-

tribute the broadcasting message to the whole network in a

multi-hop way. Besides, the single-hop broadcasting is also

widely applied in many small-scale networks, or in many

routing protocols where neighboring nodes usually require

local information exchange. For low-duty-cycle WSNs, how

to make an energy-efficient broadcasting is a challenging

issue, this is because the fact that neighboring nodes usually

have different working schedules disables the inherent

broadcast characteristic of wireless media. This implies that

any single-hop broadcast will be implemented with multiple

unicasts, which is energy inefficient especially for large

message broadcasting, such as code update. Actually, we can

find that the broadcast nature of wireless media still offers

opportunities to reduce the total energy consumption of

broadcasting, even for low-duty-cycle networks. In this paper,

we come up with a novel opportunistic broadcasting trans-

mission model, which fully exploits the spatiotemporal cor-

relation of wireless media to reduce the total energy

consumption of broadcasting. The basic idea is to allow nodes

to postpone their wake-up time slots to opportunistically

overhear the messages sent by their neighbors, improving the

energy efficiency at the cost of the increase of average

broadcasting delay.We canfind that by carefully adjusting the

wake-up schedules of nodes, thismodel can provide a flexible

control on the tradeoff between average broadcasting delay

and total energy consumption of broadcasting.

Existing studies for broadcast problem in low-duty-cycle

WSNs always regard delay or energy as the single optimiza-

tion objective, these works are only available for the appli-

cations with single performance requirement, and thus the

application scope is limited. For most of the real broadcasting

applications, actually, both of delay and energy are important

to the network performance and they should both be taken

into consideration. Typically, performance requirements are

application-specific, namely different broadcasting

applications could have totally different performance

requirements. For example, the applications with small and

urgent messages would pay more attention on delay than

energy, while the applications with large and non-urgent

messages would pay more attention on energy than delay.

Even for the same broadcasting application, we can find that

performance requirements could also be different during dif-

ferent periods of the network lifetime. Therefore, it is of great

significance to define a generalized optimization objective

function that is available for applications with various per-

formance requirements.

In this paper, we define a broadcasting cost function that

characterizes the tradeoff between average broadcasting delay

and total energy consumption of broadcasting, in which the

parameter can be adaptively adjusted to satisfy various per-

formance requirements. Our objective is thus to design an

efficient broadcasting schedule for low-duty-cycle WSNs to

minimize the broadcasting cost function, based on the pro-

posed opportunistic broadcasting transmission model.

The main contributions of this work are summarized as

follows:

– Instead of regarding delay or energy as the single

optimization objective, we present a generalized optimiza-

tion objective function that can provide an adaptive control

on the tradeoff between delay and energy efficiency, so as

to cover various performance requirements.

– We propose a novel opportunistic broadcasting trans-

mission model for low-duty-cycle WSNs. This model

allows some receivers to defer their wake-up time slots to

opportunistically overhear the broadcasting messages

sent by the sender for any single-hop case, and introduces

an efficient pre-beacon scheme for multi-hop case.

– We model the target problem under the single-hop case

as a dynamic programming problem and prove that it is

solvable in polynomial time. Then, we extend it to the

multi-hop case and propose an efficient solution.

– Extensive simulation results reveal that our solution

always has a better performance over the other

solutions under whatever configurations.

The rest of the paper is organized as follows: Sect. 2

summarizes the related work. Section 3 illustrates the

network model and states the problem. Detailed description

of our proposed algorithms are presented in Sect. 4. Fol-

lowed by the simulation results in Sect. 5. Finally, we

conclude our findings and state the future work in Sect. 6.

2 Related work

Over the past years, opportunistic routing [23] has received

much attention. The key idea of opportunistic routing is to

overcome the drawback of unreliable wireless transmission
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by taking advantage of the broadcast nature of the wireless

medium, such that one transmission can be overheard by

multiple neighbors. The existing works have proposed

many efficient opportunistic routing schemes to improve

the network performance. Biswas and Morris [24] proposed

Extremely Opportunistic Routing (ExOR), a novel unicast

routing technique for wireless multi-hop networks. ExOR

forwards each packet through a sequence of nodes, defer-

ring the choice of each node in the sequence until after the

previous node has transmitted the packet on its radio.

Simulation results showed that ExOR reduces the total

number of transmissions by nearly a factor of two over the

best possible pre-determined route. In [25], the authors

proposed an analytical model to describe any routing pro-

cedures operating according to the opportunistic paradigm,

and exploited such a model to derive a closed-form

expression of the average number of data-link transmis-

sions needed to successfully deliver a packet. In [26], the

authors addressed the problem of the optimal candidate-set

selection in the opportunistic routing paradigm, they pro-

vided an analytical framework to model both the optimal

constrained and unconstrained candidate-set selection. and

proposed two efficient algorithms. However, these existing

works usually assumed that target network is always-

awake. In this paper, we generally borrow the idea from

opportunistic routing, and focus on how to exploit the

broadcast nature of the wireless medium to make an

opportunistic broadcasting for low-duty-cycle networks.

Different from the traditional opportunistic routing

schemes, our work makes a cross-layer design to joint sleep

scheduling and opportunistic overhearing.

Recently, the broadcast problem for low-duty-cycle

sensor networks has also been extensively studied by the

research community. In terms of the optimization objec-

tive, most of the existing works on this topic can be clas-

sified into the following two categories.

(1) Delay optimization [27–31, 33–37]: Guo et al. [27]

proposed an opportunistic flooding scheme for low-

duty-cycle WSNs with unreliable links, this

scheme improves the broadcasting delay by letting

the senders make probabilistic forwarding decisions

based on the delay distribution of next-hop nodes.

Khiati and Djenouri [30] utilized clustering to realize

the broadcasting for low-duty-cycle WSNs, the

concurrent transmissions of the broadcasting packets

between multiple clusters will result in a notable re-

duction on broadcasting delay. Lu and Whitehouse

[31] designed an efficient broadcasting protocol for

low-duty-cycle WSNs based on the capture effect in

physical layer, this protocol greatly reduces the

broadcasting delay by allowing the concurrent

transmissions between multiple nodes. In [33], the

authors analyzed the major factors that effect the

broadcasting delay for low-duty-cycle WSNs and

how these factors (duty cycle, link quality, etc.)

effect the broadcasting delay, the analysis results can

provide us a guideline to design better algorithms for

broadcasting delay optimization.

(2) Energy optimization [32, 38–51]: In [38], the authors

studied the minimum transmission broadcast prob-

lem in duty-cycled sensor networks, they first proved

its NP-hardness, then proposed a centralized approx-

imation algorithm with a logarithmic approximation

ratio and a distributed approximation algorithm with

a constant approximation ratio. In [39], the authors

proposed two distributed connected-dominating-set

based algorithms for the minimum transmission

broadcast problem, and proved that it can achieve

a lower constant approximation ratio than that

proposed in [38]. However, both [38] and [39]

assumed a strict sleep scheduling model where each

working schedule period contains exactly one active

slot. [40] considered a general model that allows

each working schedule period to contain more than

one active slot and proposed an efficient approxi-

mation algorithm. In [41], the authors investigated

the minimum energy reliable broadcast problem for

low-duty-cycle WSNs with unreliable links and

adjustable transmission power, they proved that it

is NP-hard and presented an efficient algorithm with

a polylogarithmic approximation ratio. [43] consid-

ered the minimum energy broadcast problem for

low-duty-cycle WSNs with a given delay constraint,

the authors proposed an efficient heuristic solution

and verified its high efficiency by extensive simu-

lations. In our recent work [32], we utilized the

broadcasting spatiotemporal locality to address the

latency-optimal minimum energy broadcast problem

for low-duty-cycle WSNs. However, the proposed

broadcasting transmission model in [32] assumed

that each forwarder cannot send the beacon packets

until the broadcasting message is received, which is

inefficient. In this paper, we further improve this

model by introducing an efficient pre-beacon

scheme, that is, our proposed model relaxes the

assumption made in [32] and allows any node to

send beacon packets to its next-hop nodes immedi-

ately after its reception on a beacon packet. Obvi-

ously, our proposed broadcasting transmission model

in this paper is more efficient than that in [32]. Also,

the target problem in this paper is totally different

with that in [32], we mainly focus on the tradeoff

between delay and energy for broadcasting, rather

than regard energy as the single optimization objec-

tive. Compared with [32], the objective of this paper
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is of greater significance, since it is totally unnec-

essary to require the broadcasting should be done

within a bounded delay for many real applications,

and more real broadcasting applications focus on the

tradeoff between delay and energy.

Currently, very a few of the existing works considered the

tradeoff between delay and energy as the optimization

objective. In [52], the authors first defined a cost function

that explicitly characterizes the tradeoff between the

broadcasting delay and the total energy consumption for

the duty-cycle-aware WSNs, and then proposed an efficient

broadcasting schedule to minimize the cost function. By

assigning different tradeoff parameters, the cost function

covers the performance requirements from a broad spec-

trum of applications. However, it adopted the traditional

broadcasting transmission model, namely any local single-

hop broadcast is inefficiently implemented with multiple

unicasts, which do not make full use of the spatiotemporal

locality of broadcasting. Actually, the broadcast nature of

wireless media offers opportunities to reduce the total

energy consumption for broadcasting, even for low-duty-

cycle WSNs. To the best of our knowledge, our work is the

first to utilize the broadcasting spatiotemporal locality to

address the tradeoff problem between delay and energy for

broadcasting in low-duty-cycle WSNs.

3 Motivation

3.1 Network model and assumptions

Without loss of generality, we assume that all the sensor

nodes are uniformly deployed in a square sensory field, in

which the sink is located at the center, and each node has

the same communication range. Also, it is assumed that

time is divided into a lot of equal time slots, and each time

slot is set long enough so that it can accommodate one

potential broadcasting message transmission. Each time

slot is either a sleeping slot where each node will turn all its

function modules off except a timer to wake itself up, or an

active slot, where each node will keep awake for a short

duration at the beginning, which is called listening interval,

to make the event sensing and channel listening.

In this paper, we assume that all the sensor nodes work

with low-duty-cycle mode, where each node determines its

own working schedule independently. For simplicity, we

assume each node has a periodic working schedule with the

period length L. Specifically, the working schedule of each

node will alternate between one active slot and L� 1

sleeping slots. For any node vi, we use tðviÞ to represent the
scheduled active time slot in each working schedule period

(0� tðviÞ� L� 1). Figure 1 explicitly illustrates an

example of the periodic working schedule where L ¼ 5 and

tð�Þ ¼ 2. Further, we use the undirected graph G ¼ ðV ;EÞ
to represent the network topology, where V represents the

set of Numþ 1 nodes including one sink node v0 and Num

sensing nodes fv1; . . .; vNumg, and E represents the set of all

communication links. For any edge ðvi; vjÞ 2 E, we denote

by dðvi; vjÞ the point-to-point transmission delay (i.e., sleep

latency) from node vi to node vj, and dðvi; vjÞ can be cal-

culated as follows:

dðvi; vjÞ ¼
tðvjÞ � tðviÞ; if tðvjÞ[ tðviÞ;
tðvjÞ � tðviÞ þ L; otherwise:

�
ð1Þ

A summary of the primary notations in this paper is given

in Table 1. Also, we have the following basic assumptions,

that are commonly made in most of the research works

regarding low-duty-cycle WSNs:

– Local time synchronization is achieved, and each node

can forward its packets at any time while it can only

receive the packets in active slots. Specifically, each

node vi will wake up at the beginning of any active slot

and keep listening for a duration of listening interval, if

any broadcasting packet with the target receiver ID vi is

received, it will keep receiving until all packets of the

broadcasting message are received and then go to sleep;

otherwise, it will go to sleep immediately. If any sender

is expected to forward a broadcasting message to some

receiver, it will set a timer to wake itself up at the

beginning of the receiver’s next active slot to complete

the transmission, and then go to sleep.

– Each node is aware of the working schedules of all its

neighboring nodes within two hops, this can be realized

via local information exchange between neighboring

nodes initially after the network is deployed.

– For simplicity, we do not consider the potential packet

collision problem due to the fact that the low-duty-

cycle mode inherently reduces the probability of

collision to a great extent, which has been experimen-

tally verified in [52].

– For better description, we assume the working sched-

ules of any node and its neighbors are different from

each other, which is usually true for low-duty-cycle

WSNs. Actually, our solution proposed in this paper is

still available for the general case where a few of the

neighboring nodes could have the identical wake-up

schedule. We will discuss this general case in Sect. 4.4.

Fig. 1 An example of working schedule with L ¼ 5
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3.2 Broadcasting transmission model

Typically, energy efficiency and delay are the major per-

formance metrics for evaluation of broadcasting algorithms.

In this paper, we regard the total energy consumption of

broadcasting and average broadcasting delay as themetric of

energy efficiency and delay, respectively.

Note that, average broadcasting delay, which denotes

the average of end-to-end (E2E) delay from the sink (the

initiator) to all the sensor nodes in the network, is usually

an important metric to evaluate the performance of

broadcasting. For many broadcasting applications such as

configuration dissemination, each node is expected to

receive the broadcasting message as soon as possible to

update the configuration, so that the new system require-

ment can be satisfied in a short period of time. For

example, detection alarm system is a type of widely used

applications for WSNs. Upon detecting that the reader

(e.g., temperature, humidity etc.) is above or below some

threshold, the sensor node will report it to the sink quickly

so that a prompt action can be taken. For such kind of

applications, average broadcasting delay is a critical per-

formance metric, since sometimes we need to change the

system requirement (e.g., to change the alarm threshold),

which requires the sink distribute the updated alarm

threshold to each node in the network as soon as possible,

so as to reduce the chance of false positive or false negative

as much as possible. Besides, the broadcasting applications

are usually expected to have a low average broadcasting

delay, to reduce the probability of collisions between

broadcasting packets and data collecting packets.

Traditionally, all nodes in the network will receive the

broadcasting message at their scheduled active slots which

could lead to the minimum average broadcasting delay but,

however, draw much more energy consumption since any

single-hop broadcast is actually implemented by multiple

unicasts. To improve energy efficiency for broadcasting, in

this paper, we propose a novel and efficient opportunistic

broadcasting transmission model. For any sender, this

model defines two types of receivers: DelayedReceivers

and InstantReceivers. The sender will forward the broad-

casting message to each InstantReceiver, also, it will send a

short beacon packet BeaconðvjÞ, which only contains the

ID of some InstantReceiver vj, to any DelayedReceiver.

Upon receiving BeaconðvjÞ from the sender, any De-

layedReceiver will go to sleep immediately and set a timer

to wake up itself at the next active slot of the InstantRe-

ceiver vj, so that it can opportunistically overhear the

broadcasting message which is sent from the sender to the

InstantReceiver vj. Note that, due to the assumption that

each node knows the working schedules of all its neigh-

boring nodes within two hops, the DelayedReceiver can be

aware of the working schedule of the InstantReceiver vj.

Figure 2 illustrates a simple broadcast example with

one-hop case, where the number labeled within each square

denotes the scheduled active slot (i.e., tðv0Þ ¼ 3, tðv1Þ ¼ 5,

tðv2Þ ¼ 8, tðv3Þ ¼ 1) and the schedule period length L is set

as 10. Figure 2(a) shows a traditional solution, in which the

sender v0 delivers the message to its neighbors one by one

to implement the broadcasting (i.e., to set nodes v1, v2 and

v3 as the InstantReceivers). It has an average broadcasting

delay of ð2þ 5þ 8Þ=3 ¼ 5 and requires a total energy

Table 1 Summary of the primary notations

Notation Meaning

L The period length of each node’s working schedule

g The tradeoff factor in the broadcasting cost function

tðviÞ The active slot in each working schedule period of node vi

dðvi; vjÞ Point-to-point transmission delay (sleep latency) from node vi to node vj

Sf ðviÞ The forwarding sequence of the forwarder vi

MðviÞ The forwarding decision of node vi

delayðviÞ End-to-end delay from the initiator to node vi

delay�ðviÞ The optimal end-to-end delay from the initiator to vi

Gsðvi;RÞ The single-hop network topology with the sender vi and the set of receivers R

costðvji; vki Þ The resulted broadcasting cost if Sf ðviÞ ¼ \v
j
i, v

jþ1
i , . . ., vki [ , where only node vki is the InstantReceiver

Dðvji; vki Þ The sum of the sleep latency from each node vmi ðj�m� kÞ to node vki

OPT(j) The optimal broadcasting cost for the single-hop network with one sender vi and j receivers

CPSðviÞ Candidate parents set of node vi

CCSðviÞ Candidate children set of node vi

CFðviÞ Competition factor of the candidate forwarder vi

CFS Candidate forwarders set
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consumption of Etotal ¼ 3� k � eds þ 3� k � edr ðk� 1Þ,
where k denotes the number of data packets in a broad-

casting message, eds and edr denote the energy consumption

of sending and receiving a data packet, respectively. As

shown in Fig. 2(b), if the sender v0 delivers the beacon

packet Beaconðv2Þ to the DelayedReceiver v1 and delivers

the broadcasting message to the InstantReceivers {v2, v3},

node v1 will defer its message receiving time by setting a

timer to wake up itself at the next scheduled active slot of

the InstantReceiver v2 (i.e., time slot 8). By this way, the

average broadcasting delay will be increased to ð5þ 5þ
8Þ=3 ¼ 6 and the total energy consumption will be

E
0

total ¼ ebs þ ebr þ 2� k � eds þ 3� k � edr , where ebs and

ebr denote the energy consumption of sending and receiving

a beacon packet, respectively. As shown in [53], it is usual

that a data packet has a length of 133 bytes and a beacon

packet has only a length of 19 bytes, which indicates that

ebs?ebr is far less than eds in practice. So, total energy benefit

of deferring the message receiving time of any receiver,

i.e., D
0 ¼ Etotal � E

0
total ¼ k � eds � ðebs þ ebr Þ, must be

greater than 0. For applications with large message

broadcasting (e.g., code update), especially, this benefit

will be significant as k � 1. Figure 2(c) shows an example

of broadcast with two DelayedReceivers, namely, the

sender v0 delivers the beacon packet Beaconðv3Þ to the

DelayedReceivers {v1, v2}, and delivers the broadcasting

message to the InstantReceiver v3. Obviously, it will have

an average broadcasting delay of ð8þ 8þ 8Þ=3 ¼ 8 and a

total energy consumption of E
00
total ¼ 2� ðebs þ ebr Þþ

k � eds þ 3� k � edr . Compared with the traditional solu-

tion, total energy benefit of this way is D
00 ¼ Etotal�

E
00
total ¼ 2� k � eds � 2� ðebs þ ebr Þ[D

0
[ 0. According

to the above observation, we can easily find that by

deferring the message reception time of some receivers ,

the total energy consumption for broadcasting will be

reduced, at the cost of the increase of average broadcasting

delay. Specifically, the total energy benefit will increase as

the number of InstantReceivers decreases, which implies

the following conclusion:

Observation 1 Based on the proposed opportunistic

broadcasting transmission model, the total energy con-

sumption for broadcasting can be essentially characterized

by the number of the InstantReceivers (i.e., the total

number of broadcasting message transmissions).

By this model, we can find that more DelayedReceivers

will result in more reduction on total energy consumption,

however, bring longer average broadcasting delay. Thus,

this model actually provides a flexible control on the

tradeoff between average broadcasting delay and total

energy consumption of broadcasting.

For multi-hop case, this model adopts an efficient pre-

beacon scheme. The basic idea is to allow any node to send

beacon packets to its next-hop nodes immediately after its

reception on a beacon packet. By carefully designing the

working schedules of all nodes in a multi-hop network, both

(a) (b) (c)

Fig. 2 Illustration of opportunistic broadcasting transmission model: single-hop case a broadcast without deferring, b broadcast with one

DelayedReceiver, c broadcast with two DelayedReceivers
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the beacon packets and the broadcasting message can be

transmitted in a timely way. According to Observation 1,

note that, we will simply employ the number of InstantRe-

ceivers to characterize the total energy consumption of

broadcasting for multi-hop case.

Here, we will take a simple example on a tree-like

topology, which is shown in Fig. 3, to illustrate the

opportunistic broadcasting transmission model for multi-

hop case. Figure 3(a) shows a traditional solution with-

out deferring. which can result in the minimum average

broadcasting delay 5.4, but, draw the maximum of total

energy consumption (the number of InstantReceivers is

9). According to the previous analysis for single-hop

case, we can see that the energy would benefit from

deferring the message reception time of some receivers.

Intuitively, this model can be extended to multi-hop case

by simply regarding a multi-hop broadcasting as multi-

ple single-hop sessions. In our previous work [32], we

adopted a simple and direct model for multi-hop case,

which supposes that each forwarder should not send

beacon packets to its next-hop neighbors until it has

received the broadcasting message. Figure 3(b) explicitly

illustrates an example of such intuitive solution without

pre-beacon scheme. In this example, node v2 defers its

wake-up time slot to the next active slot of node v4, to

opportunistically overhear the broadcasting message

which is sent from v0 to v4. Upon receiving the broad-

casting message at time slot 7, the forwarder v2 could

send the beacon packet Beaconðv6Þ to the DelayedRe-

ceiver v7 and the DelayedReceiver v5 in turn, and then

forward the broadcasting message to the InstantReceiver

v6. Also, the forwarder v5 would send the beacon packet

Beaconðv8Þ to the DelayedReceiver v9 only after

receiving the broadcasting message at time slot 6, and

then forward the broadcasting message to the In-

stantReceiver v8. For this solution, the network only has

3 InstantReceivers, but the average broadcasting delay

will be increased to 14. However, this model is not so

efficient, since the assumption that each forwarder can

send the beacon packets to its next-hop neighbors only if

(a) (b)

(c)
(d)

Fig. 3 Illustration of opportunistic broadcasting transmission model: multi-hop case a broadcast without deferring, b broadcast without pre-

beacon scheme, c broadcast with pre-beacon scheme (4 DelayedReceivers), d broadcast with pre-beacon scheme (6 DelayedReceivers)
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it has received the broadcasting message, would result in

a relatively long average broadcasting delay.

In this paper, we propose a pre-beacon scheme to

improve this broadcasting transmission model for multi-

hop case. We allow any forwarder, who is the De-

layedReceiver, to send the beacon packets to its next-hop

neighbors between its beacon reception time and message

reception time. Figure 3(c) illustrates an example of our

proposed model with pre-beacon scheme. As shown in

Fig. 3(c), the sink v0 sends the beacon packet Beaconðv3Þ
to node v1 and node v2, to let them postpone their message

reception time to the next active slot of node v3. Upon

receiving the beacon packet, the forwarder v2 will send a

beacon packet Beaconðv6Þ to node v5 at time slot 4, even v2
has not received the broadcasting message at this moment.

Also, the forwarder v5 will send a beacon packet

Beaconðv9Þ to node v8 at time slot 5, which is between v5’s

beacon reception time (time slot 4) and message reception

time (time slot 6). Accordingly, we can find that by

allowing any forwarder to send the beacon packets before

its broadcasting message reception time, the broadcasting

message could be forwarded in a more delay-efficient way.

Note that, such model with pre-beacon scheme requires the

working schedules of all nodes should be carefully

designed, so that the message reception time must precede

the message forwarding time for each forwarder. In this

example, the average broadcasting delay is 6.7 and the

number of InstantReceivers is 5. Figure 3(d) illustrates an

extreme case of the our proposed model with pre-beacon

scheme, which has the minimum number of InstantRe-

ceivers (i.e., 3) but the maximum average broadcasting

delay (i.e., 7.8). As shown in Fig. 3(b) and (d), it is obvious

that our proposed model with pre-beacon scheme will have

a better average broadcasting delay than that without pre-

beacon scheme, in the event that they have the same

number of InstantReceivers.

3.3 Problem statement

Before the statement of our target problem, we first present

the definition of broadcasting schedule for any low-duty-

cycle sensor network, which is based on the opportunistic

broadcasting transmission model.

Definition 1 (Forwarding Sequence) For any forwarder

vi of the broadcasting message, its forwarding sequence

Sf ðviÞ is defined as a sequenced set of its receivers sorted

based on the scheduled wake-up time, namely

Sf ðviÞ ¼ \½r11; . . .; r
k1
1 	; r1; . . .; ½r1j ; . . .; r

kj
j 	; rj [ ; ð2Þ

where rkj ðk ¼ 1; . . .; kjÞ and the underlined rj respectively

denote the DelayedReceivers and InstantReceivers of node

vi. Specifically, the forwarder vi will send the short control

packet BeaconðrjÞ to each DelayedReceiver rkj and send the

broadcasting message to each InstantReceiver rj. Here, []

denotes an optional item.

Definition 2 (Forwarding Decision) Given a low-duty-

cycle sensor network G ¼ ðV;EÞ and the working sched-

ules of all nodes, the forwarding decision of any node

vi 2 V , saying MðviÞ, can be described as the following

2-tuple:

MðviÞ ¼ ða; bÞ;

a 2 f0; . . .; degreeðviÞg; b ¼
Sf ðviÞ; a[ 0;

NULL; a ¼ 0:

� ð3Þ

In Eq. 3, degreeðviÞ denotes the node degree of vi, and the

variable a denotes node vi’s total forwarding number of the

broadcasting message. If MðviÞ:a[ 0, it implies vi is the

forwarder and MðviÞ:b will denote its forwarding sequence

Sf ðviÞ. If MðviÞ:a ¼ 0, it implies vi is not the forwarder and

MðviÞ:b ¼ NULL, where NULL denotes the omitted item.

Specially, it must have Mðv0Þ:a[ 0 for the sink v0.

Definition 3 (Broadcasting Schedule) Given a low-duty-

cycle sensor network G ¼ ðV;EÞ and the working sched-

ules of all nodes, a broadcasting schedule M in the network

is defined as the set of all nodes’ forwarding decisions:

M ¼ fMðviÞjvi 2 Vg; ð4Þ

which is subject to the following constraints:

(1) Given an edge set E0 
 E where any edge ðvi; vjÞ 2
E0 if and only if MðviÞ:a[ 0 and vj 2 MðviÞ:b (or,

MðvjÞ:a[ 0 and vi 2 MðvjÞ:b), then the undirected

graph G0 ¼ ðV ;E0Þ must be a spanning subtree of G.

(2) For any forwarder vi, the time that it receives the

beacon packet (if vi is the DelayedReceiver), or the

time that it receives the broadcasting message (if vi
is the InstantReceiver), must precede the time that it

forwards the beacon packets or the broadcasting

message to each node in MðviÞ:b.
(3) For any forwarder vi, its message reception time

must precede the time that it forwards the message to

each InstantReceiver in MðviÞ:b.

As stated in Sect. 1, in this paper, we mainly focus on a

generalized optimization objective that is available for

applications with various performance requirements. Given

a sensor network G ¼ ðV;EÞ, specifically, we define a

broadcasting cost function as follows:

costðGÞ ¼ DPI þ g� EPI ðg� 0Þ; ð5Þ

where DPI (Delay Performance Index) and EPI (Energy

Performance Index) are variables that respectively char-

acterize the delay performance and the energy perfor-

mance, the parameter g denotes a tradeoff factor. By
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adaptively adjusting the non-negative parameter g, obvi-
ously, this broadcasting cost function can provide a

flexible control over the tradeoff between delay and

energy efficiency to satisfy various performance

requirements.

In this paper, we will employ the average broadcasting

delay to characterize DPI. Let delayðviÞ and delay�ðviÞ
denote the real E2E delay and the theoretically optimal

E2E delay from the initiator to any sensor node vi,

respectively, then the average broadcasting delay for any

sensor network G can be represented as follows:

ddelay ¼

P
vi2V

delayðviÞ

Num

¼

P
vi2V

delay�ðviÞ þ
P
vi2V

ðdelayðviÞ � delay�ðviÞÞ

Num

ð6Þ

where delayðviÞ ¼ delay�ðviÞ ¼ 0 if vi is the initiator of the

broadcasting, and Num is the total number of sensor nodes

in G.

Seeing from Eq. 6,
P
vi2V

delay�ðviÞ and Num are basically

fixed for any given network G, thus, the average broad-

casting delay can be essentially characterized by

Ddelay ¼
X
vi2V

ðdelayðviÞ � delay�ðviÞÞ; ð7Þ

which denotes the sum of the incremental E2E delay for all

nodes. Accordingly, we will employ Eq. 7 to characterize

DPI. Based on Observation 1, also, we can essentially

employ the total number of the broadcasting message

transmissions, i.e.,
P
vi2V

MðviÞ:a, to characterize EPI.

In this paper, we combine the optimization on such a

cost function with the opportunistic broadcasting trans-

mission model, and our target is to address the following

Opportunistic Minimum Cost Broadcast Problem (OMCB).

Problem 1 (OMCB) Given a low-duty-cycle sensor net-

work G ¼ ðV;EÞ and the working schedules of all nodes,

how to find an efficient broadcasting schedule M in G,

based on the opportunistic broadcasting transmission

model, to minimize the following broadcasting cost

function:

costðGÞ ¼ Ddelay þ g�
X
vi2V

MðviÞ:a ð8Þ

where Ddelay ¼
P
vi2V

ðdelayðviÞ � delay�ðviÞÞ, and g denotes

a non-negative parameter.

Note that, the tradeoff factor g is usually determined by

the specific application with specific performance require-

ment in practice.

4 Opportunistic broadcasting algorithm

4.1 Overview

In this section, we will focus on the solution to our target

problem. First, we address our target problem under the

single-hop case. by adopting a dynamic programming

approach, of which time complexity is in polynomial time.

Then, we extend it to the multi-hop case, and come up with

an efficient solution. Finally, we discuss how to extend our

solution to the general case, where a few of the neighboring

nodes could have the identical wake-up schedule.

4.2 The single-hop case

Here, we first consider how to solve our target problem

under the single-hop case. The single-hop broadcasting is

typically applied in many small-scale networks, or in many

multi-hop routing protocols, where neighboring nodes

usually require local information exchange. For any single-

hop broadcasting, the sender is the only forwarder, which

implies the broadcasting schedule only depends on the

determination of the sender’s forwarding decision.

We denote by Gsðvi; fvj1 ; . . .; vjNgÞ a star-like single-hop
network topology with the sender (initiator) vi and N re-

ceivers fvj1 ; . . .; vjNg. For better description, we sort all the
receivers according to the ascending order of the sleep

latency from the sender to them, and the sorted receivers

are re-marked as fv1i ; v2i ; . . .; vNi g, where dðvi; vjiÞ\dðvi;
v
jþ1
i Þ ð1� j�N � 1Þ. In this subsection, our target is to

solve the following Single-hop based Opportunistic Mini-

mum Cost Broadcast Problem (S-OMCB)

Problem 2 (S-OMCB) Given a single-hop network Gsðvi;
fv1i ; . . .; vNi gÞ where dðvi; vjiÞ\dðvi; vjþ1

i Þð1� j�N � 1Þ,
how to determine the optimal broadcasting schedule M in

Gs, to minimize the following broadcasting cost function:

costðGsÞ ¼ Ddelay þ g�MðviÞ:a ð9Þ

where Ddelay ¼
PN
k¼1

ðdelayðvki Þ � delay�ðvki ÞÞ.

Theorem 1 Given a single-hop network Gsðvi; fv1i ; . . .;
vNi gÞ where dðvi; v

j
iÞ\dðvi; vjþ1

i Þð1� j�N � 1Þ, if vi sends

a beacon packet Beaconðvki Þ to any DelayedReceiver v
j
i

and sends the broadcasting message to the InstantReceiver

vki (1� j\k�N), then we have

delayðvjiÞ � delay�ðvjiÞ ¼ dðvji; vki Þ ð10Þ

Proof As v
j
i defers its message reception time to the ac-

tive slot of vki , it is obvious that delayðvjiÞ = delayðvki Þ =

dðvi; vki Þ and delay�ðvjiÞ ¼ dðvi; vjiÞ. Since j\k and dðvi; vjiÞ
\dðvi; vki Þ, we can find that the relationship between
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nodes’ active slots must be one of the following three

cases:

(1) If 0� tðviÞ\tðvjiÞ\tðvki Þ� L� 1, according to

Eq. 1, we can have delayðvjiÞ � delay�ðvjiÞ ¼
dðvi; vki Þ � dðvi; vjiÞ ¼ tðvki Þ � tðviÞ� ðtðvjiÞ�tðviÞÞ ¼
tðvki Þ � tðvjiÞ ¼ dðvji; vki Þ;

(2) If 0� tðvjiÞ\tðvki Þ� tðviÞ� L� 1, according to

Eq. 1, we can have delayðvjiÞ � delay�ðvjiÞ ¼ dðvi;
vki Þ � dðvi; vjiÞ ¼ tðvki Þ � tðviÞþ L� ðtðvjiÞ � tðviÞ þ
LÞ ¼ tðvki Þ � tðvjiÞ ¼ dðvji; vki Þ;

(3) If 0� tðvki Þ� tðviÞ\tðvjiÞ� L� 1, according to

Eq. 1, we can have delayðvjiÞ � delay�ðvjiÞ ¼ dðvi;
vki Þ � dðvi; vjiÞ ¼ tðvki Þ � tðviÞþ L� ðtðvjiÞ � tðviÞÞ ¼
tðvki Þ � tðvjiÞ þ L ¼ dðvji; vki Þ. Thus, the proof is

completed.

h

According to Theorem 1, we can easily get the follow-

ing corollary.

Corollary 1 Given a single-hop network Gsðvi; fvji; . . .;
vki gÞ where dðvi; vmi Þ\dðvi; vmþ1

i Þðj�m� k � 1Þ, we

denote by costðvji; vki Þ the resulted broadcasting cost if vi

sends the beacon packet Beaconðvki Þ to the DelayedRe-

ceivers fvji, v
jþ1
i , . . .; vk�1

i g (no beacon packet is sent if

j ¼ k) and sends the broadcasting message to the

InstantReceiver vki , then we have that

costðvji; vki Þ ¼
Xk
m¼j

ðdelayðvmi Þ � delay�ðvmi ÞÞ þ g

¼ Dðvji; vki Þ þ g

ð11Þ

where

Dðvji; vki Þ ¼
Pk�1

m¼j

dðvmi ; vki Þ; j\k;

0; j ¼ k:

8><
>: ð12Þ

Let OPT(k) denote the optimal broadcasting cost for the

single-hop network Gsðvi; fv1i ; . . .; vki gÞ where

dðvi; vjiÞ\dðvi; vjþ1
i Þð1� j� k � 1Þ, we can have that

Theorem 2 OPT(k) has the property of optimal

substructure.

Proof We denote by Pðfv1i ; . . .; vki gÞ the problem that to

find the optimal broadcasting schedule on a single-hop

network topology G ¼ ðV;EÞ, which consists of the sender

vi and k re-marked receivers fv1i ; . . .; vki g. Obviously, the
last receiver vki must be the InstantReceiver in the solution

to Pðfv1i ; . . .; vki gÞ. Suppose that M� is the optimal

broadcasting schedule of Pðfv1i , . . .; vki gÞ and

M�ðviÞ:b=\v1i , . . ., v
j
i, . . ., vki [ , where any node

v
j
ið1� j\kÞ is assumed to be an InstantReceiver in the

optimal solution. Let costðfv1i , . . ., v
j
igÞ and costðfvjþ1

i , . . .,

vki gÞ respectively denote the resulted broadcasting cost for

Pðfv1i , . . ., v
j
igÞ and Pðfvjþ1

i , . . ., vki gÞ when adopting the

forwarding sequence in M�ðviÞ:b, we can find that

OPT(k) ¼ costðfv1i ; . . .; v
j
igÞ þ costðfvjþ1

i , . . ., vki gÞ. As

OPT(k) is the optimum to Pðfv1i ; . . .; vki gÞ, then costðfv1i ;
. . .; vjigÞ must equal to OPT(j), which is the optimum to

Pðfv1i , . . ., v
j
igÞ. This is because if costðfv1i ; . . .; v

j
igÞ does

not equal to OPT(j), there must exist another better solution

to Pðfv1i ; . . .; v
j
igÞ so that M� is not the optimal any more,

which conflicts with our assumption. As Pðfv1i ; . . .;

v
j
igÞðj\kÞ is the subproblem of Pðfv1i ; . . .; vki gÞ, thus we

can see that OPT(k) has the property of optimal substruc-

ture. The proof is completed. h

According to Theorem 2, we can adopt a dynamic

programming approach to solve the S-OMCB problem.

Obviously, OPT(k) must equal to the minimum of fcostðv1i ;
vki Þ, OPT(1)?costðv2i ; vki Þ, OPT(2)?costðv3i ; vki Þ, . . .,

OPTðk � 1Þ?costðvki ; vki Þg. In other words, we can have

the following recurrence.

OPTðkÞ ¼ min
1� j� k

fOPTðj� 1Þ þ Dðvji; vki Þ þ gg ð13Þ

where OPTð0Þ ¼ 0.

The S-OMCB problem thus turns to how to get

OPT(N) and the corresponding optimal broadcasting

schedule. To solve this problem, we come up with an

efficient Opportunistic Single-hop Broadcasting Algorithm

(OSB-A), which is shown in Algorithm 1, and then we

analyze its time complexity in Theorem 3.

Fig. 4 Illustration of the constrained single-hop broadcasting in a

multi-hop SPT
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Theorem 3 The time complexity of Algorithm 1 is OðN3Þ,
where N is the number of the receivers.

Proof In Algorithm 1, we first need to compute all Dðvji,
vki Þ ðj� kÞ values. Note that, there are totally OðN2Þ pairs
ðvji; vki Þ where j� k, and for each pair ðvji; vki Þ, we can

employ Eq. 12 to compute Dðvji; vki Þ in O(N) time. Thus, the

total running time to compute all Dðvji; vki Þðj� kÞ values is
OðN3Þ. Next, this algorithm has N iterations to compute all

OPT ½k	ðk 2 f1; . . .;NgÞ values, and for each OPT[k], it

takes O(N) time to determine the minimum in the Eq. 13.

Thus, the total running time to compute all

OPT[k] ðk 2 f1; . . ., NgÞ values is OðN2Þ once all

Dðvji; vki Þðj� kÞ values have been determined. Also, we can

easily find that it takes totally O(N) time to determine the

broadcasting schedule based on OPT[k] and

s[k] ðk 2 f1; . . .;NgÞ. Obviously, the running time of

Algorithm 1 is dominated by the OðN3Þ needed to compute

all Dðvji; vki Þðj� kÞ values, thus the proof is completed. h

4.3 The multi-hop case

In the above subsection, we study the broadcasting problem

for single-hop networks. However, the multi-hop broad-

casting has a wider range of applications in practice. Here,

we will extend OSB-A to the multi-hop case and propose

an efficient Opportunistic Multi-hop Broadcasting Algo-

rithm (OMB-A).

Before the statement of OMB-A, we first define a gen-

eralized version of the S-OMCB problem, which we call

the Constrained Single-hop based Opportunistic Minimum-

Cost Broadcast Problem (CS-OMCB).

Problem 3 (CS-OMCB) Given any local single-hop

topology Gsðvi; fv1i ; . . .; vNi gÞ in a multi-hop Shortest Path

Tree (SPT) where dðvi; vjiÞ\dðvi; vjþ1
i Þ ð1� j�N � 1Þ, if

delayðviÞ - delay�ðviÞ is determined, how to determine the

optimal broadcasting schedule M in Gs, to minimize the

following broadcasting cost function:

costðGsÞ ¼ Ddelay þ g�MðviÞ:a ð14Þ

where Ddelay ¼
PN
k¼1

ðdelayðvki Þ � delay�ðvki ÞÞ.

Essentially, the CS-OMCB problem is equivalent to the

S-OMCB problem in a multi-hop context. Specially, it is

found that the CS-OMCB problem will turn to be the

S-OMCB problem if delayðviÞ � delay�ðviÞ ¼ 0. Here, we

will first propose the solution to the CS-OMCB problem,

and then extend it to solve our target problem for multi-hop

networks.

We can find that the proposed OSB-A can NOT be

directly applied to solve the CS-OMCB problem, since for

the forwarder vi in Gs, the constrained condition that

delayðviÞ � delay�ðviÞ[ 0 could make the broadcasting

schedule resulted by OSB-A NOT satisfy the constraint (3)

of Definition 3. Figure 4 takes a simple example, where the

re-marked notation of each receiver is shown within the

pair of brackets, to illustrate the CS-OMCB problem. In

Fig. 4, fv1j , . . ., vMj g are M re-marked receivers of the

forwarder vj where dðvj; vkj Þ\dðvj; vkþ1
j Þ ð1� k�M � 1Þ,

and fv1i , . . ., vNi g are N re-marked receivers of the for-

warder vi where dðvi; vki Þ\dðvi; vkþ1
i Þ ð1� k�N � 1Þ. We

suppose that the forwarder vj has already made the for-

warding decision, in which the receiver v2j (i.e., node vi)

defers its message reception time to the active slot of the

receiver vkj . For the CS-OMCB problem, we mainly focus

on how to determine the minimum-cost forwarding

sequence of the forwarder vi, given that the delayðviÞ -

delay�ðviÞ value is known. To satisfy the constraint (3) of

Definition 3, we have to carefully design the forwarder vi’s

forwarding sequence, of which determination is dependent

on the delayðviÞ - delay�ðviÞ value. Next, we will discuss
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the solution to the CS-OMCB problem, which is called the

Constrained Opportunistic Single-hop Broadcasting Algo-

rithm (COSB-A), in terms of the following three potential

cases.

(1) Case 1: delayðviÞ � delay�ðviÞ\dðvi; v1i Þ
If delayðviÞ � delay�ðviÞ\dðvi; v1i Þ, it implies the

determination of MðviÞ must be independent of the

delayðviÞ � delay�ðviÞ value. For this case, we can

find that the CS-OMCB problem will turn to be the

S-OMCB problem, and thus we can directly use

OSB-A to solve it.

(2) Case 2: delayðviÞ � delay�ðviÞ� dðvi; vNi Þ
If delayðviÞ � delay�ðviÞ� dðvi; vNi Þ, it implies any

feasible solution M to the S-OMCB problem must

NOT be a feasible solution to the CS-OMCB

problem, this is because the condition dðvi; vNi Þ�
delayðviÞ � delay�ðviÞ must make M NOT satisfy the

constraint (3) of Definition 3. For this case, we can

easily find the optimal solution, that is, to let the

forwarder vi send Beaconðv1i Þ to all the DelayedRe-

ceivers fv1i ; . . .; vNi g and then send the broadcasting

message to the InstantReceiver v1i at the next active

slot of v1i , so that all the receivers will defer their

message reception time to the active slot of node v1i ’s

next round working schedule period. Note that, the

receiver v1i is both the DelayedReceiver and the

InstantReceiver in this case.

(3) Case 3: dðvi; v1i Þ� delayðviÞ � delay�ðviÞ\dðvi; vNi Þ
If dðvi, v1i Þ � delayðviÞ � delay�ðviÞ\ dðvi, vNi Þ, it
implies any receiver vki with dðvi; vki Þ� delayðviÞ �
delay�ðviÞ must be a DelayedReceiver in Sf ðviÞ, in
other words, the sleep latency from the forwarder vi
to the first InstantReceiver in Sf ðviÞ must be larger

than delayðviÞ � delay�ðviÞ. Here, we let DSðviÞ
denote a set of the predetermined DelayedReceivers

in Sf ðviÞ, namely

DSðviÞ ¼ fvki jdðvi; vki Þ� delayðviÞ � delay�ðviÞg ð15Þ

For this case, our target is thus to find a minimum-cost

broadcasting schedule, given the constraint that all nodes in

DSðviÞ must be the DelayedReceivers. For the solution to

our target problem, note that all nodes in DSðviÞ have been
determined as the DelayedReceivers, thus we only need to

focus on how to determine vi’s forwarding sequence in

fvKþ1
i ; . . .; vNi g where K ¼ jDSðviÞj.
Obviously, the CS-OMCB problem for this case can be

transformed into the following equivalent problem: Given

any local single-hop topology Gsðvi; fv1i ; . . .; vNi gÞ in a

multi-hop SPT where dðvi; vjiÞ\dðvi; vjþ1
i Þð1� j�N � 1Þ,

and its subgraph G0
sðvi; fvKþ1

i ; . . .; vNi gÞ where

K ¼ jDSðviÞj, how to determine the optimal broadcasting

schedule M in the subgraph G0
s, to minimize the following

broadcasting cost function costðGsÞ:

costðGsÞ ¼ costðG0
sÞ þ

X
v2DSðviÞ

dðv; v�i Þ ð16Þ

where v�i denotes the first InstantReceiver in MðviÞ:b, and

costðG0
sÞ ¼

XN
j¼Kþ1

ðdelayðv j
i Þ � delay�ðv j

i ÞÞ þ g�MðviÞ:a:

For this case, we redefine OPT(k) as the optimal broad-

casting cost for the above-mentioned transformed equiva-

lent problem where N ¼ K þ k. Accordingly, our target is

to get OPTðN � KÞ and the corresponding optimal broad-

casting schedule, based on the following recurrence:

OPTðkÞ ¼ min
1� j� k

fOPTðj� 1Þ þ DðvKþj
i ; vKþk

i Þ þ gg

ð17Þ

where OPTð0Þ ¼ 0, and

DðvKþj
i ; vKþk

i Þ

¼

Pk�1

m¼1

dðvKþm
i ; vKþk

i Þ þ
P

v2DSðviÞ
dðv; vKþk

i Þ; 1 ¼ j\k;

Pk�1

m¼j

dðvKþm
i ; vKþk

i Þ; 1\j\k;

P
v2DSðviÞ

dðv; vKþ1
i Þ; 1 ¼ j ¼ k;

0; 1\j ¼ k:

8>>>>>>>>>><
>>>>>>>>>>:

ð18Þ

Therefore, we can solve the CS-OMCB problem for this

case, by directly adopting OSB-A on G0
s to get OPTðN �

KÞ and the corresponding optimal broadcasting schedule

based on Eq. 17. The detailed statement of COSB-A is

shown in Algorithm 2.
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Given a multi-hop sensor network G ¼ ðV ;EÞ, we can

easily find the Shortest Path Fat Tree (SPFT) in G by

adopting a simple Bellman-Ford-like algorithm. For any

node vi in SPFT, we use CPSðviÞ and CCSðviÞ to denote its

Candidate Parents Set and Candidate Children Set,

respectively. Specifically, if any node vj 2 CCSðviÞ, it

implies node vi must exist in some shortest E2E delay path

from the sink to node vj. Also, if any node vj 2 CPSðviÞ, it
implies node vj must exist in some shortest E2E delay path

from the sink to node vi. Obviously, a Shortest Path Tree

(SPT) will be constructed if any sensing node vi in SPFT

selects any node vj 2 CPSðviÞ as its parent.
Based on the SPFT, we will propose an efficient Op-

portunistic Multi-hop Broadcasting Algorithm (OMB-A),

which is the extension of COSB-A, to solve the OMCB

problem for multi-hop networks. The basic idea of OMB-A

can be described as follows:

Initially, we mark the sink v0 with covered state, mark

all the sensing nodes with uncovered states, define

delayðv0Þ � delay�ðv0Þ ¼ 0 and CFS ¼ fv0g where CFS

denotes the Candidate Forwarders Set. For any candidate

forwarder vi 2 CFS, we define the following Competition

Factor (CF):

CFðviÞ ¼
cost�ðGsðvi;CCSðviÞÞÞ

jCCSðviÞj
ð19Þ

where cost�ðGsðvi;CCSðviÞÞÞ denotes the resulted optimal

broadcasting cost if COSB-A is adopted on

Gsðvi;CCSðviÞÞ. Obviously, the forwarder with the least CF
value will be preferred, since the greedy strategy that

locally takes less cost to cover more sensing nodes each

time could intuitively result in a lower total broadcasting

cost of the network. Thus, we will select the forwarder

v� 2 CFS, which has the least CF value in CFS, as the

competition winner, and then execute COSB-A on the local

single-hop topology Gsðv�;CCSðv�ÞÞ. For any node

vi 2 CCSðv�Þ, we will mark it with covered state and add it

into CFS, then remove it from CCSðvjÞ for any

vj 2 CPSðviÞ. Afterwards, we remove any node v with

CCSðvÞ ¼ ; from CFS. The above process is repeated until

CFS ¼ ; (i.e., all nodes in V are marked with covered

states). Note that, any sensing node vi will be aware of the

delayðviÞ � delay�ðviÞ value once it is marked with covered

state. Algorithm 3 shows the detailed process of OMB-A.

4.4 Discussion

Note that we assumed the working schedules of neighboring

nodes are different from each other, which is commonly

seen in low-duty-cycle WSNs. However, our solution can be

also extended to the generalized case, where a few of the

neighboring nodes could have the identical wake-up

schedule, by simply regarding the set of neighbors having

identical wake-up time slot as one virtual node.
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For example, given a single-hop topology Gsðvi; fvj1 ;
. . .; vj6gÞ in which dðvi; vj1Þ\dðvi; vj2Þ ¼ dðvi; vj3Þ ¼ dðvi;
vj4Þ\dðvi; vj5Þ ¼ dðvi; vj6Þ, the initial forwarding sequence

of the sender vi can be represented as follows.

Sf ðviÞ ¼ \v1i ; v
2
i ; v

3
i [ ð20Þ

where v1i ¼ fvj1g, v2i ¼ fvj2 ; vj3 ; vj4g, v3i ¼ fvj5 ; vj6g. Here,
each v

j
i (j 2 f1; 2; 3g) denotes a virtual node, we can define

that tðv1i Þ ¼ tðvj1Þ, tðv2i Þ ¼ tðvj2Þ ¼ tðvj3Þ ¼ tðvj4Þ and

tðv3i Þ ¼ tðvj5Þ ¼ tðvj6Þ. Further, a virtual node is called the

DelayedReceiver (InstantReceiver) if and only if all sensor

nodes in this virtual node are the DelayedReceivers (In-

stantReceivers). Note that, any InstantReceiver virtual

node in Sf ðviÞ represents one broadcasting message trans-

mission, and for 1\j\k, Dðvji; vki Þ will be represented by

Dðvji; vki Þ ¼
Xk�1

m¼j

X
v2vm

i

dðv; vki Þ ¼
Xk�1

m¼j

ðjvmi j � dðvmi ; vki ÞÞ

ð21Þ

where jvmi j denotes the number of sensor nodes in virtual

node vmi .

5 Performance evaluation

In this section, we evaluate the performance of our solution

via simulations.

In our setting, we consider that Num sensor nodes are

uniformly distributed in a 100 m�100 m sensory field,

where the sink node is located at the center, i.e., (50, 50 m).

For simplicity, we assume that each period of any node’s

working schedule consists of one active slot and L� 1

sleeping slots, and each node randomly and independently

determines its own working schedule. Here, we assume that

all nodes have the same communication range rc and the

disk communication model is adopted, i.e., any node vi can

deliver a packet to any node vj if and only if node vj is

located within the communication range of node vi. Fur-

ther, we adopt the following classic energy consumption

model which is commonly used in many existing literature:

esðlÞ ¼ l � Eelec þ l � eampr2c ; erðlÞ ¼ l � Eelec; ð22Þ

where Eelec ¼ 50nJ=bit, eamp ¼ 100pJ=bit=m2, l denotes

the packet length, esðlÞ and erðlÞ denote the energy con-

sumed by sending a packet and receiving a packet,

respectively. As the same with the literature [53], we define

that each data packet and each beacon packet have a length

of 133 bytes and 19 bytes, respectively. Unless otherwise

stated, we set Num = 800, L = 100, rc = 20 m, g = 100.

In this paper, we develop a simulator using Java, to

evaluate the performance of our solution, and all the sim-

ulation results are generated by averaging over 20 times.

Here, we take the following five heuristic approaches as

the baselines to evaluate the performance of our solution.

– SPT-based delay-first: This approach adopts a delay-

first strategy where no deferring strategy is employed

by each node. It first constructs a SPT over the network

topology, then the sink node broadcasts the message

directly along with the SPT. In this approach, all

sensing nodes are the InstantReceivers.

– SPT-based energy-first: This approach adopts an

energy-first strategy where each forwarder only sets

exactly one of its receivers as the InstantReceiver. It

first constructs a SPT over the network topology, then

for any local single-hop topology Gsðvi; fv1i ; . . .; vNi gÞ
on SPT where dðvi; vjiÞ\dðvi; vjþ1

i Þ ð1� j�N � 1Þ, if
delayðviÞ - delay�ðviÞ � dðvi; vNi Þ, then the forwarding
sequence of the forwarder vi will be determined as

Sf ðviÞ ¼ \v1i ; v2i ; . . .; vNi ; v1i [ ; otherwise, the for-

warding sequence of the forwarder vi will be deter-

mined as Sf ðviÞ ¼ \v1i ; v
2
i ; . . .; v

N
i [ . In other words,

only the last receiver in the forwarding sequence of the

forwarder will be determined as the InstantReceiver

and the others will be determined as the DelayedRe-

ceivers. The broadcasting schedule of the network will

be found by successively determining the forwarding

sequence of each forwarder on SPT in a top-down

order.

– SPT-based COSB-A: This approach first constructs a

SPT over the network topology, then for any local

single-hop topology on SPT, the forwarder will deter-

mine its forwarding sequence by adopting COSB-A.

The broadcasting schedule of the network will be found

by successively determining the forwarding sequence

of each forwarder on SPT in a top-down order.

– Unstructured delay-first: This approach is similar to

OMB-A, the difference is that the forwarder for any

local single-hop broadcasting will adopt the delay-first

strategy, instead of COSB-A. Specifically, it will

redefine cost�ðGsðvi;CCSðviÞÞÞ in OMB-A as the

resulted broadcasting cost on Gsðvi;CCSðviÞÞ if vi
directly sends the broadcasting message to each node in

CCSðviÞ. Once the competition winner v� is determined

in each round, v� will directly send the broadcasting

message to each node in CCSðv�Þ, i.e., initially

determine its forwarding sequence Sf ðv�Þ based on

CCSðv�Þ and then mark all nodes in Sf ðv�Þ with the

InstantReceivers.

– Unstructured energy-first: This approach is similar to

OMB-A, the difference is that the forwarder for any
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local single-hop broadcasting will adopt the energy-first

strategy, instead of COSB-A. Specifically, it will

redefine cost�ðGsðvi;CCSðviÞÞÞ in OMB-A as the

resulted broadcasting cost on Gsðvi;CCSðviÞÞ if vi only
sets exactly one of its receivers in CCSðviÞ as the

InstantReceiver. Suppose that CCSðviÞ consists of fv1i ;
. . .; vNi g where dðvi; vjiÞ\dðvi; vjþ1

i Þ ð1� j�N � 1Þ.
Once the competition winner v� is determined in each

round, v� will initially determine its forwarding

sequence Sf ðv�Þ based on CCSðv�Þ and delayðv�Þ -

delay�ðv�Þ, if it is found that delayðv�Þ - delay�ðv�Þ �
dðv�; vN� Þ, then the forwarding sequence of the

forwarder v� will be determined as Sf ðv�Þ ¼ \v1�; v
2
�;

. . .; vN� ; v
1
� [ ; otherwise, the forwarding sequence of

the forwarder v� will be determined as Sf ðv�Þ ¼ \v1�;

v2�; . . .; v
N
� [ . In other words, only the last receiver in

the forwarding sequence of the forwarder will be

determined as the InstantReceiver and the others will

be determined as the DelayedReceivers.

First, we will compare our proposed OMB-A with the

above-mentioned baselines under various performance

requirements. Figure 5 and Table 2 show the performance

comparison between various solutions in terms of the

broadcasting cost, when the tradeoff factor g varies

between 0 and 1. We can easily find that if 0\g\1, our

proposed OMB-A always gains nearly the same perfor-

mance with the unstructured delay-first solution and out-

performs the other solutions, this is because the tradeoff

factor g is so small that the delay performance will domi-

nate the broadcasting cost, it implies the COSB-A adopted

at each round of competition winner selection in OMB-A

will be approximately equivalent to the delay-first strategy.

For the solutions with the same single-hop broadcast

scheduling strategy, we can see that the unstructured

solution always outperform the SPT-based one, since the

unstructured solutions have a better flexibility on the for-

warders selection compared with the SPT-based ones,

where the forwarders are fixed and determined by the

construction of SPT. Essentially, our proposed OMB-A can

be regarded as the unstructured COSB-A. Table 2 shows

the comparison result between OMB-A and the solutions

with the energy-first strategy for the cases with 0\g\1.

Obviously, the solutions with the energy-first strategy must

exhibit much worse performance than the other solutions,

in that the broadcasting cost is totally dominated by delay

performance for the cases with 0\g\1.

As shown in Fig. 6 where the tradeoff factor g varies

between 1 and 20, we can find that our proposed OMB-A

still has a better performance than the other solutions.

When 1� g� 5, our proposed OMB-A has nearly the same

performance with the unstructured delay-first solution,

Fig. 5 Performance comparison when g varies between 0 and 1

Table 2 Comparison on the broadcasting cost when g varies between 0 and 1

g ¼ 0:1 g ¼ 0:2 g ¼ 0:3 g ¼ 0:4 g ¼ 0:5 g ¼ 0:6 g ¼ 0:7 g ¼ 0:8 g ¼ 0:9

SPT-based energy-first 48962.1 49283.9 49100.6 48859.8 49210.6 49850.4 48255.9 47847.9 48300.3

Unstructured energy-first 38467.3 43080.1 42327.2 40988.1 43475.7 42543.4 43084.4 40780.8 42594.7

OMB-A 60.7 121.7 182.7 241.9 303.6 362.8 426.7 486.4 546.2
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Fig. 6 Performance comparison when g varies between 1 and 20
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which implies the broadcasting cost is still dominated by

delay performance even for the cases with 1� g� 5. When

g[ 5, our proposed OMB-A outperforms the unstructured

delay-first solution. Specifically, our proposed OMB-A will

have a larger performance advantage over the unstructured

delay-first solution as the tradeoff factor g increases, this is

because the increase of g makes the broadcasting cost no

longer be dominated by delay performance but have more

dependence on energy performance, which implies the

COSB-A adopted in OMB-A, that considers both delay and

energy performance, must have a better performance than

the delay-first strategy that totally neglects energy perfor-

mance. Also, Table 3 shows the comparison result between

OMB-A and the solutions with the energy-first strategy for

the cases with 1\g\20, we can find that OMB-A still

gains a much better performance than the solutions with the

energy-first strategy even for the cases with 1\g\20,

where the broadcasting cost is not totally dominated by

delay performance but has relatively less dependence on

energy performance.

Figure 7 shows the comparison result between various

solutions when the tradeoff factor g varies between 20 and

400. We can see that even for the cases with large g, our
proposed OMB-A still has the best performance over all

the solutions. As g increases, the performance of OMB-A

will gradually approach that of the unstructured energy-

first solution, and also the performance of the SPT-based

COSB-A solution will gradually approach that of the SPT-

based energy-first solution, since the increase of g will

make energy performance gradually dominate the broad-

casting cost. When g is large enough such that the broad-

casting cost is totally dominated by energy performance,

our proposed OMB-A will eventually have almost the same

performance with the unstructured energy-first solution.

According to Fig. 7, we can easily find that for the SPT-

based solutions, the cut-off point is approximately 100, i.e.,

when g\100, the SPT-based delay-first solution will have

a better performance that the SPT-based energy-first solu-

tion, and when g� 100, the former will have a worse

performance that the latter. For the unstructured solutions,

we can also find the cut-off point is approximately 80. In

Fig. 7, we notice that the SPT-based COSB-A solution

exhibits a better performance than the SPT-based delay-

first solution, this is different from both the case in Fig. 5

where they have nearly the same performance, and the case

in Fig. 6 where the SPT-based COSB-A solution has a

worse performance than the SPT-based delay-first solution.

This is because when g is so small (0\g\1) that the

broadcasting cost is mainly dominated by delay perfor-

mance, the COSB-A adopted for each local single-hop

topology in SPT is approximately equivalent to the delay-

first strategy. As g increases (1� g� 20), the broadcasting

cost is not totally dominated by delay performance but has

relatively less dependence on energy performance, the

delay-first strategy would still be the approximately opti-

mal strategy for most, but not all, of the local single-hop

topologies in SPT, this implies for all the local single-hop

topologies in SPT, the delay-first strategy would result in a

better performance than the COSB-A, the latter could make

the broadcast problems for many local single-hop topolo-

gies where the delay-first strategy is the approximately

optimal strategy become the constrained broadcast prob-

lems. When g is large (g[ 20), the broadcasting cost has

more dependence on energy performance, the delay-first

strategy would NOT be the approximately optimal strategy

for most of the local single-hop topologies in SPT, this

implies the COSB-A that considers both delay and energy

performance could have a better performance than the

delay-first strategy that totally neglects energy

performance.

Next, we will investigate the impact of the other factors

(e.g., Num, L and rc) on the performance. The comparison

Table 3 Comparison on the broadcasting cost when g varies between 1 and 20

g ¼ 2 g ¼ 4 g ¼ 6 g ¼ 8 g ¼ 10 g ¼ 12 g ¼ 14 g ¼ 16 g ¼ 18

SPT-based energy-first 48468.9 49300.8 51351 49381.5 51967.4 49591.6 52057.7 51875.2 51527.3

Unstructured energy-first 40728.6 40633.9 42794.9 43454.9 43610.8 43520.4 43486.5 42826.7 42857.2

OMB-A 1292 2384.5 3237.4 3496.1 4457.1 5110.6 5544.3 5790.1 6368.3
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Fig. 7 Performance comparison when g varies between 20 and 400
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result between various solutions under different number of

sensor nodes is shown in Fig. 8 where g ¼ 100. We can

find that our proposed OMB-A has a significant perfor-

mance advantage over the other solutions no matter how

Num varies, and such advantage will get larger as the

network density increases. Compared with the other solu-

tions, note that, our proposed OMB-A will NOT experience

a notable increase on the broadcasting cost as Num

increases.

Figure 9 exhibits the impact of duty cycle on the per-

formance. For all the solutions, we find that the broad-

casting cost will decrease as L decreases (i.e., the duty

cycle increases), this is because the case with lower L could

make more virtual nodes that consist of multiple sensor

nodes with the identical working schedule be generated.

Obviously, if any of these virtual nodes is marked with the

InstantReceiver, the forwarder would only need to send one

message to cover multiple receivers and the number of the

DelayedReceivers would be reduced, the broadcasting cost

could thus be reduced. Also, the lower L results in a smaller

value range of sleep latency, which would further reduce

the broadcasting cost. As shown in Fig. 9, our proposed

OMB-A always has a better performance than the other

solutions under whatever duty cycle, and also it has a larger

performance advantage over the other solutions as L in-

creases (i.e., the duty cycle decreases), that is, our solution

will perform better for low-duty-cycle networks. For the

solutions with the delay-first strategy, we can find that the

broadcasting cost will gradually turn to be stable as L in-

creases, since for any local single-hop topology, the

broadcasting cost resulted from the delay-first strategy

mainly depends on the number of virtual nodes, which will

converge to the number of all the receivers as L increases.

For the solutions with the energy-first strategy, we can find

that the broadcasting cost is almost growing linearly as

L increases, since for any local single-hop topology, the

broadcasting cost resulted from the energy-first strategy

mainly depends on the average of point-to-point sleep

latency, which will grow linearly as L increases.

Further, we compare the performance between various

solutions when the communication range rc varies. The

comparison result is shown in Fig. 10. Generally speaking,

all the solutions will gain a lower broadcasting cost as rc
increases, this is because the increase of the communica-

tion range could reduce the number of local single-hop

broadcasting in the network and also have more possibility

that multiple receivers have the identical working schedule

in each local single-hop topology. In Fig. 10, we can find

that our proposed OMB-A always performs better than the

other solutions no matter how rc varies. Note that, the
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increase of the communication range will make the per-

formance of the SPT-based COSB-A gradually approach

that of the OMB-A. Specially, when rc is large enough such

that the sink can directly reach each node by single hop,

our proposed OMB-A and the SPT-based COSB-A solution

will both become the theoretically optimal solution.

Accordingly, we can conclude that for the opportunistic

minimum-cost broadcast problem, our proposed OMB-A

always outperforms the other solutions under whatever

configurations.

In this paper, we utilize Eq. 8 to define the broadcasting

cost function. In Eq. 8, specifically, we simply employ the

sum of the incremental E2E delay for all nodes (i.e., Ddelay)

and the total number of the broadcasting message trans-

missions (i.e.,
P
vi2V

MðviÞ:a) to define DPI and EPI,

respectively. Here, we further validate the effectiveness of

such definition. Figures 11 and 12 show the relationship

between the tradeoff factor g and broadcasting perfor-

mance (total energy consumption and average broadcasting

delay) when our proposed OMB-A is adopted. We can find

that when g increases, the total energy consumption will

generally decrease and the average broadcasting delay will

generally increase. This implies our proposed simplified

definition of broadcasting cost function (Eq. 8) can char-

acterize the tradeoff between total energy consumption and

average broadcasting delay. Therefore, any value of the

tradeoff factor g in Eq. 8 can essentially characterize a

certain broadcasting performance requirement. In other

words, any tradeoff relationship between Ddelay andP
vi2V

MðviÞ:a can be actually regarded as another tradeoff

relationship between average broadcasting delay and total

energy consumption for broadcasting. This implies that in

practice, we can just set the value of g in Eq. 8 to generally

and indirectly characterize a certain tradeoff relationship

between average broadcasting delay and total energy con-

sumption for broadcasting.

6 Conclusion and future work

In this paper, we present a novel opportunistic broadcasting

transmission model, and consider how to make full use of

such model to address the broadcast problem for low-duty-

cycle WSNs. Different from the traditional studies that

typically regard delay or energy as the single optimization

objective, we define a generalized broadcasting cost func-

tion, which can provide an adaptive control on the tradeoff

between average broadcasting delay and total energy con-

sumption of broadcasting to meet various performance

requirements. Our target is to find an efficient broadcasting

schedule to minimize such broadcasting cost function, so

that the specific performance requirement is achieved.

Based on the opportunistic broadcasting transmission

model, we first address our target problem under the single-

hop case, by adopting a dynamic programming approach

that can be completed in polynomial time. Then, we extend

it to the multi-hop case, and come up with an efficient

Opportunistic Multi-hop Broadcasting Algorithm (OMB-

A). Extensive simulation results have verified the high

efficiency of our proposed OMB-A compared with the

other solutions.

To the best of our knowledge, this paper is the first work

that utilizing the broadcasting spatiotemporal locality to

address the tradeoff problem between delay and energy for

broadcasting in low-duty-cycle sensor networks. However,

it still leaves something to be desired, for example, how to

extend it to the networks with unreliable links. In practice,

many WSNs are usually deployed in a tough environment

with lossy links. The combination of low-duty-cycle
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operation and the unreliability of links will further exac-

erbate the inefficiency of broadcasting, which implies our

target problem under the unreliable networks has become a

challenging issue. For low-duty-cycle WSNs with unreli-

able links, thus, how to carefully joint the opportunistic

broadcasting transmission model and link correlation to

design efficient broadcasting algorithms will be the main

concern of our future work.
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