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Incentive Mechanisms for Time Window
Dependent Tasks in Mobile Crowdsensing
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Abstract—Mobile crowdsensing can enable numerous attrac-
tive novel sensing applications due to the prominent advantages
such as wide spatiotemporal coverage, low cost, good scalability,
pervasive application scenarios, etc. In mobile crowdsensing ap-
plications, incentive mechanisms are necessary to stimulate more
potential smartphone users and to achieve good service quality. In
this paper, we focus on exploring truthful incentive mechanisms
for a novel and practical scenario where the tasks are time win-
dow dependent, and the platform has strong requirement of data
integrity. We present a universal system model for this scenario
based on reverse auction framework and formulate the problem as
the Social Optimization User Selection (SOUS) problem. We design
two incentive mechanisms, MST and MMT. In single time window
case, we design an optimal algorithm based on dynamic program-
ming to select users. Then we determine the payment for each user
by VCG auction; while in multiple time window case, we show the
general SOUS problem is NP-hard, and we design MMT based on
greedy approach, which approximates the optimal solution within
a factor of In|W| + 1, where |W| is the length of sensing time
window defined by the platform. Through both rigorous theo-
retical analysis and extensive simulations, we demonstrate that
the proposed mechanisms achieve high computation efficiency,
individual rationality and truthfulness.

Index Terms—Mobile crowdsensing, incentive mechanism, auc-
tion, strategic behavior, optimal algorithm, approximation ratio.

I. INTRODUCTION

IN THE past few years, the market of smartphone has pro-
liferated rapidly and continues to expand. According to the

mobile phone forecast from the International Data Corporation
(IDC) Worldwide Quarterly Mobile Phone Tracker, worldwide
smartphone shipments will reach a total of nearly 1.3 billion
units in 2014, representing an increase of 26.3% over 2013.
Looking ahead, IDC expects 1.4 billion smartphones to be
shipped worldwide in 2015 [1]. With the technological advances
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of 4G/5G networks and embedded sensors, the smartphone has
been developed as a powerful programmable mobile data inter-
face since it is integrated with a set of sensors such as camera,
light sensor, GPS, accelerometer, digital compass, gyroscope,
microphone, and proximity sensor. Other types of sensors, such
as sleep sensor, EEG earphone, barometer, heart rate moni-
toring sensor, chemical sensor are expected to be available in
smartphones in the near future [2]. These sensors can sense
various human activities and the surrounding environment co-
operatively. It will be an efficient approach to meet the demand
in large scale sensing applications if we take advantage of
pervasive smartphones to collect data.

Comparing with the traditional sensor networks, mobile
crowdsensing has a huge potential due to the prominent advan-
tages [2], such as wide spatiotemporal coverage, low cost, good
scalability, pervasive application scenario, etc. As a novel sens-
ing mode, mobile crowdsensing can enable attractive sensing
applications in different domains, such as healthcare [3], social
networking [4], environmental monitoring [5] and transporta-
tion [6], [7].

Realizing the great potential of the mobile crowdsensing,
many researchers have developed numerous applications and
systems, such as DietSense [8] and BikeNet [9] for healthcare,
CenceMe [10] and Co-evolution model [11] for behavior and
relationship discovery, PIER [12] for calculating personalized
environmental impact and exposure, Haze Watch [13] for pol-
lution monitoring, Ear-Phone [14] and NoiseTube [15] for
creating noise maps, Nericell [16], SignalGuru [17] and VTrack
[18] for providing traffic information, SmartTrace [19], City-
Explorer [20], Sensorly [21] for 3G/WiFi discovery, Frequent
Trajectory Pattern Mining [22] for activity monitoring, LiFS
[23] for indoor localization, crowd-participated system [24] for
bus arrival time prediction, etc.

Although there are many applications and systems on mobile
crowdsensing, most of them are based on voluntary participa-
tion. In fact, incentive mechanisms are crucial to mobile crowd-
sensing while smartphone users spend their time and consume
battery, memory, computing power and data traffic of device to
sense, store and transmit the data. Moreover, there are potential
privacy threats to smartphone users by sharing their sensed data
with location tags, interests or identities. Therefore the incen-
tive mechanism, which computes payoff for users to compen-
sate their resource consumption and potential privacy breach, is
a necessary component of mobile crowdsensing systems. Incen-
tive mechanisms also help to achieve good service quality
since sensing services are truly dependent on quantity of users
and quality of sensed data.
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Exploring the incentive mechanism for stimulating smart-
phone users in mobile crowdsensing is very difficult because
smartphone users would adopt strategic behaviors to maximize
their own payoffs. Strategic behaviors of smartphone users can
seriously hinder the potential collaboration of smartphone
users. Thus it is essential to develop effective incentive mech-
anisms, which can guarantee the compatibility and fairness of
mobile crowdsensing systems.

There have been some research efforts on developing incen-
tive mechanisms for mobile crowdsensing, which can generally
be divided into two categories: offline mechanisms [25]–[27]
and online mechanisms [28]–[30]. In offline mechanisms, the
concurrent presence of numerous smartphone candidates is
required. These offline schemes assume that all users will stay
from the beginning of one round of task distribution for bidding,
while online mechanisms aim to deal with the case where users
submit their profiles when they arrive.

In practice, many mobile crowdsensing applications have
strong requirement of data integrity. It is important in many
scenarios to accomplish all tasks publicized by the platform
since the fragmented data may not meet the requirements of the
applications, and the value of the fragmented data may decrease
significantly. There are some realistic examples of existing pro-
jects with strong requirement of data integrity:

Project 1: The crowd-participated bus arrival time predic-
tion system [24]

In this work, the sharing users sample the cell tower se-
quences and send the sequences to the backend server. Then
the backend server uses the cell tower sequences to match the
bus route stored in the database and predicts bus arrival time at
various bus stops. One of the challenges of this system is called
information assembling: One sharing user may not stay on one
bus to collect adequate time period of information. Insufficient
amount of uploaded information may result in inaccuracy in
matching the bus route. An effective information assembling
strategy is required to solve the jigsaw puzzle of combining
pieces of incomplete information from multiple users to picture
the intact bus route status. There is a strong requirement of data
integrity in this application scenario since only continuous cell
tower sequences can be used to predict realtime bus arrival time
accurately.

Project 2: Ear-Phone [14]
Ear-Phone is an end-to-end participatory urban noise map-

ping system, which consists of a mobile phone component and
a central server component. Noise levels are assessed on the
mobile phones before being transmitted to the central server.
The central server reconstructs the noise map based on the
partial noise measurements. When the mobile phone is not used
for conversation, the MobSLM on the phone is turned on. When
turned on, the signal processing module starts computing a
loudness characteristic known as the equivalent noise level over
a time interval T from the raw acoustic samples collected by
the microphone over the corresponding time interval. There is
a component for computing long-term equivalent noise level in
central server. This component computes the long-term equiv-
alent noise level over the duration N · T (where N > 1 and N
is an integer) from the equivalent noise levels measured over
shorter time durations T. There is a strong requirement of data

integrity in this application since the equivalent noise levels
measured over shorter time durations are necessary to compute
long-term equivalent noise level.

Project 3: Haze Watch [13]
The members of the Haze Watch project are developing a

mobile air pollution sensor which will be attached to motor
vehicles and used for gathering air pollution readings. These de-
vices will measure Carbon Monoxide, Ozone, Sulphur Dioxide
and Nitrogen Dioxide. Using Bluetooth, these measurements
will be sent to an iPhone within the car where both time and
GPS coordinates are recorded and sent to a server. Haze Watch
has also developed an effective form of displaying pollution
readings on visual maps to reflect the levels of concentrations of
particulate pollutants. There is also a strong requirement of data
integrity in this application scenario since the pollution readings
are required to cover whole time line.

However, the existing mechanisms consider the applications
with weak requirement of data integrity. For example, the tasks
described in [25] or [29] are location dependent, and it may
not necessary to make sure that all tasks are accomplished. The
existing mechanisms cannot be applied to the mobile crowd-
sensing applications with strong requirement of data integrity
since these mechanisms aim to optimize the payoff of the plat-
form [25] or the value from the selected users′ services under
the budget constraint [29], [33] no matter whether all tasks are
performed.

In this work, we focus on exploring truthful incentive mech-
anisms satisfying the desirable properties for time window
dependent tasks in mobile crowdsensing. We present a universal
system model for this novel mobile crowdsensing scenario. To
stimulate smartphone users, the interactions between the plat-
form and the smartphone users are modeled as a reverse auction
mechanism. We formulate the Social Optimization User Selec-
tion (SOUS) problem and propose two incentive mechanisms,
MST and MMT to solve the SOUS problem in single time win-
dow case and multiple time window case, respectively. In MST,
we design a dynamic programming algorithm to select users
and determine the payment by Vickrey-Clarke-Groves (VCG)
auction. Since the general SOUS problem is NP-hard, we design
MMT based on approximation algorithm, which follows a
greedy approach. We show that both two designed incentive
mechanisms satisfy the desirable properties.

The key contributions of our work are summarized in the
following:

• To the best of our knowledge, this is the first work on
incentive mechanism design for the mobile crowdsensing
applications with strong requirement of data integrity. In
this paper, we focus on dealing with a category of time
window dependent task mobile crowdsensing, which is
a novel and practical scenario. We present the universal
system model for this scenario and formulate the Social
Optimization User Selection (SOUS) problem.

• In single time window case, we design an optimal algo-
rithm based on dynamic programming to solve the SOUS
problem. We design a VCG auction based incentive me-
chanism, which is computationally efficient, individually
rational and truthful.
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Fig. 1. Examples of time window dependent task crowdsensing paradigm.

• In multiple time window case, we show the general
SOUS problem is NP-hard, and we develop an approx-
imation algorithm, which follows a greedy approach to
select users and determine payment. Moreover, we show
the proposed incentive mechanism in such case is compu-
tationally efficient, individually rational and truthful with
low approximation ratio.

The rest of the paper is organized as follows. Section II
formulates the system model and problem. We present incentive
mechanism, MST, in single time window case in Section III.
The incentive mechanism, MMT, in multiple time window case
is described in Section IV. Performance evaluation is presented
in Section V. We review the related work in Section VI, and
conclude this paper in Section VII.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a mobile crowdsensing system consisting of
a platform and many smartphone users. The platform resides
in the cloud. Different from most crowdsensing systems, we
consider a time window dependent task crowdsensing scenario,
i.e., the platform wants to collect the continuous data in a
specific time interval.

This scenario is very practical and pervasive. As shown in
Fig. 1, there are many time window dependent applications in
crowdsensing with strong requirement of data integrity, such as
continuous measure of trace, traffic condition, noise, air pollu-
tion and continuous observation of garbage classification, etc.
These tasks can be regarded as a big task, which lasts in whole
time window and is unlikely to be accomplished by single
human being, such as sampling the cell tower sequences on
whole bus route [24], measuring the long-term equivalent noise
levels [14], and gathering the air pollution readings all the time
[13]. These projects all fall into the time window dependent task
crowdsensing scenario.

We consider the platform publicizes a sensing time window
W = [TS, TE], where TS and TE are the start time and end time
respectively. In other words, the platform requests the sensing
data in the period from TS to TE. We denote the length of time

window W , i.e., the number of time units, as |W|. The time
unit, which is closely bound up with the application scenarios,
is determined by the sampling frequency of sensing data in
practice. It is reasonable that the sensing data is valid if a user
submits it in arbitrary point-in-time within time unit.

Assume that a crowd of smartphone users U = {1, 2, . . . , n}
are interested in participating sensing tasks. Each user i re-
sponds with a bid Bi = (Γi, bi), in which Γi = {[s1

i e1
i ], . . . , [ski

i ,

eki
i ]} is a set of ki time windows the user i can perform. Each Γi

is associated with the cost ci. sj
i and ej

i, ∀ i ∈ U, ∀ j ∈ {1, . . . , ki}
can be any point-in-time, although any sj

i < TS or ej
i > TE

cannot bring extra benefit for user i in our mechanisms. bi is the
claimed cost which is the bid price that user i wants to charge
for performing Γi.

The platform selects a subset of users S ⊆ U, and notifies
winners of the determination. The winners perform the sensing
in their submitted time windows and send data back to the
platform. Each user i is paid pi, which is computed by the plat-
form. The above interactive process can be illustrated by Fig. 2.

We define the utility of user i as the difference between the
payment and its real cost. Then the utility of user i can be
computed as follows

ui = pi − ci. (1)

Specially, the utility of the losers would be zero because they
are paid nothing in our designed mechanisms and there is no
cost for sensing.

Note that bi can be different from the real cost ci of perform-
ing Γi since we consider users are selfish individuals, and the
real cost is private and unknown to other users and the platform.
So the users may take a strategic behavior by claiming cost to
maximize their own utility.

The users can also take a strategic behavior by reporting the
set of time windows that are not real. The time window truthful-
ness can be achieved if the platform can verify whether all sens-
ing data in announced time windows is submitted and whether
the sensing data is generated at the announced time. For this
purpose, we assume the sensing data is processed by trusted
time stamping such as Public Key Infrastructure Time-Stamp
Protocol (TSP) [39], which is based on digital signatures and
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Fig. 2. Illustration of a mobile crowdsensing system as a reverse auction framework.

hash functions. By using TSP, it is not difficult to verify that
the timestamp of sensing data is unaltered and was issued by
the Time Stamping Authority (TSA, a trusted third party).

The utility of the platform is

u0 = v(W) −
∑
i∈s

pi (2)

where v(W) is the value to the platform when it obtained all
data in whole W .

Note that “continuous sensing data” is defined by the specific
requirement of the platform. Specifically, the sensing data is
not only the data with continuous time line, but also discrete
sampling data abide by the certain time distribution required by
the platform. For example, the platform wants to collect photos
per minute in continuous sixty minutes.

B. Problem Formulation

We consider an incentive mechanism M(f , p) consisting of
a user selection function f and a payment decision function
p. For any time window W and a set of strategy bids B =
(B1, . . . , Bn), the function f (W, B) computes a subset of users
S ⊆ U, and the function p(W, B) returns a vector (p1, . . . , pn)

of payments to all the users. The objective function is minimiz-
ing the social cost which is the sum of the real costs of selected
users for completing the sensing in whole time window. The
problem can be formulated as follows:

min
∑
i∈S

bi (3)

s.t. W ⊆ ∪i∈S,j∈{1,...,k}
[
sj

i, ej
i

]
(4)

The problem of minimizing the social cost is equivalent to the
problem of maximizing social efficiency. In our system model,
the social efficiency is v(W) − �i∈Sbi. The value of v(W) is
constant since W is publicized by the platform at the beginning
of the auction, and all tasks in W are performed. Thus the
objective of the problem presented in formula (3) and formula
(4) is maximizing social efficiency in essence. We call this prob-
lem as Social Optimization User Selection (SOUS) problem.

The constraint means the time windows submitted by se-
lected users should cover the required time window, i.e., the
mechanisms should make sure that the sensing data submitted
by the winners can meet the requirement of data integrity from
TS to TE . We assume that there are enough users who can satisfy
the constraint naturally. We also exclude the situation where
only one bid hits the arbitrary time slot in [TS, TE] in order to
prevent the monopoly.

Although the real cost ci is only known by user i, we will
prove that claiming a different cost bi cannot help to increase
the utility of user i in our designed mechanisms. So we still use

bi when we attempt to maximize social efficiency in the mecha-
nisms designed below.

We consider two types of user bids in our system model: bids
with single time window and bids with multiple time windows.

In the multiple time window case, the users can submit multi-
ple time windows in one bid. For example, the equivalent noise
levels [14] or the air pollution readings [13] can be submitted
with multiple time windows. The participants can decide the
set of time windows by several ways, such as future schedules,
daily behaviors, habits or preferences. The participants can pre-
dict the time windows, within which they are in the specific lo-
cations to perform the sensing tasks based on their future
schedules. Moreover, the participants can decide time windows
according to their daily behaviors, habits or preferences with
little effect on their daily life. A large body of research has
demonstrated that people show striking persistence in their
mobility profiles. For example, in [36], the authors state that the
similarity of the mobility profile of a given user to its future pro-
file is high, above 0.75 for eight days and remains above 0.6 for
five weeks. The observations demonstrate that the mobility pro-
file is indeed an intrinsic property and a valid representation of
the user, even if only a short history of mobility profile is used.

Specially, in single time window case, each user only bids
one time window, and the constraint of the SOUS problem can
be relaxed as

s.t. W ⊆ ∪i∈S[si, ei] (5)

Our objective is to design the incentive mechanisms satis-
fying the following four desirable properties to solve SOUS
problem:

(1) Computational Efficiency

A mechanism M(f , p) is computationally efficient if both
user selection function f and payment decision function p can
be computed in polynomial time.

(2) Individual Rationality

Each user will have a non-negative utility, i.e., pi≥ci, ∀ i∈U.

(3) Truthfulness

A mechanism is truthful if no user can improve its utility
by submitting a bid different from its real cost, no matter
what others submit. In other words, reporting the real cost is
a dominant strategy [31] for all users.

(4) Social Optimization

The objective function is maximizing the social efficiency.
We attempt to find optimal solution or approximation algorithm
with low approximation ratio when there is no optimal solution
computed in polynomial time. For the latter, the approximation
ratio, O(g(n)), is the ratio between approximation solution and
the optimal solution.
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The importance of the first two properties is obvious, because
they together assure the feasibility of the incentive mechanism.
The last two properties are indispensable for guaranteeing the
compatibility and high performance. Being truthful, the incen-
tive mechanism can eliminate the fear of market manipulation
and the overhead of strategizing over others for the participa-
ting users.

III. INCENTIVE MECHANISM IN

SINGLE TIME WINDOW CASE

In this section, we consider the special case where each user
bids with only one time window. We present an incentive me-
chanism MST in this single time window case.

A. Mechanism Design

We design an auction mechanism consisting of user selec-
tion phase and payment determination phase. In user selection
phase, we propose an optimal algorithm based on dynamic pro-
gramming to solve SOUS problem. In payment determination
phase, we compute payment based on the VCG auction [31].
The whole process is illustrated in Algorithm 1.

Algorithm 1 Incentive Mechanism in Single Time Window
Case (MST)

Input: Time Window W , Set of Bids B, Set of Users U
//Phase 1: Selection

1: S ← φ;
2: for all i ∈ U do
3: F(i) = ∞;
4: end for
5: Sort Γi based on ei for ∀ i ∈ U in the nondecreasing order

and the sequence is denoted by {Γ1, Γ2, . . . , Γn};
6: for i = 1 to n do
7: if TS ∈ [si, ei] then
8: pre(i) ← (−1), F(i) = bi;
9: else

10: pre(i) ← (arg minej≥si,j<iF(j));
11: F(i) ← F(pre(i)) + bi;
12: end if
13: end for
14: i ← arg minTE∈[sj,ej],j∈UF(j);
15: cost ← F(i);
16: while i 
= −1
17: S ← S ∪ {i}, i ← pre(i);
18: end while

//Phase 2: Payment
19: for all i ∈ U do pi ← 0;
20: end for
21: for all i ∈ S do pi ← Cost(U\{i}) − (Cost(U) − bi);
22: end for
23: return (cost, S, P);

The user selection phase follows a dynamic programming
approach: Users are sorted according to the right point of their
time windows such as e1 ≤ e2 ≤ . . . ≤ en. Then we compute

F(i), for ∀ i ∈ U in sequence, where F(i) is the minimum social
cost covering time window [TS, ei]. Considering all F(j), j < i,
in above order have been computed, F(i) is determined by the
sum of minimum F(j) satisfying ej ≥ si and bi. So our recur-
rence is

F(i) =
{

minej≥siF(j) + bi if TS /∈ [si, ei]
bi if TS ∈ [si, ei] (6)

Then we get the minimum social cost

mini∈U {F(i) | TE ∈ [si, ei]} (7)

In payment phase, we apply VCG based payment rule to
determine the payment function. A winner will be paid an
amount equal to the benefit it introduces to the system, i.e., the
difference between others user’s minimum social cost with and
without it. The payment scheme is

pi = Cost (U\{i}) − (Cost(U) − bi) , ∀i ∈ U (8)

Here function Cost() means the minimum social cost computed
by selection phase.

B. Mechanism Analysis

In the following, we analyze the properties of the MST from
four aspects mentioned in Section II-B.

Lemma 1: MST is computationally efficient.
Proof: Initializing F(i) takes O(nlogn) time. Sorting time

windows takes O(nlogn) when we use computationally efficient
sorting algorithm such as quick sorting. The recurrence of
dynamic programming (Lines 6–13) runs n times. Finding
minimum F(j) (line10) takes O(n) time. So the recurrence of
dynamic programming takes O(n2) time.

In fact, we can further improve the computational efficiency
of finding minimum F(j) as follows. When computing F(i), we
can maintain a stack to store every F(i) which has been com-
puted. Before pushing F(i) into stack, we pop the top element of
stack until F(stack(top))<F(i). Since we push and pop each
time window once at most, the complexity of maintaining the
stack in whole recurrence is O(n). When F(j) in the stack has
been sorted, we can use binary search algorithm to finding mini-
mum F(j) (line10), which takes O(logn) time. So the recurrence
of dynamic programming (Lines 6–13) can take only O(nlogn)

time.
Finding the minimum social cost (Lines 14–15) takes O(n)

time. Finding the solution (Line 16–18) takes O(n) time. Hence
the running time of the selection phase is O(nlogn). In payment
phase, we call selection phase to compute Cost() for each win-
ner, thus the time for computing payment takes O(n2logn) time.
Hence the running time of MST is bounded by O(n2logn). �

Note that the running time of MST, O(n2logn), is very conser-
vative since the number of winner is much less than n in practice.

Lemma 2: MST is individually rational.
Proof: We denote ω∗ and ω∗−i as the optimal social cost

of SOUS problem in single time window case with and without
user i respectively. Then pi = ω∗−i − (ω∗ − bi) based on line 21
in Algorithm 1. Since ω∗ is the optimal social cost, we have
ω∗ ≤ ω∗−i, and it is easy to deduce pi ≥ bi. If user i is not
chosen, its utility ui = 0. �
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Lemma 3: MST is truthful.
Proof: Since MST is based on VCG auction, which is

known as a truthful auction [31], MST is truthful. �
Lemma 4: MST is an optimal algorithm of SOUS problem in

single time window case.
Proof: Since MST follows a dynamic programming ap-

proach, we need prove the recurrence relationship is correct
to minimize the social cost. Considering F(i) is the minimum
social cost covering time window [TS, ei], if TS ∈ [si, ei], [si, ei]
can be a candidate for the first time window in whole solution,
then the minimum social cost for interval [si, ei] is equal to
the cost itself. In case TS /∈ [si, ei], F(i) should be the sum of
minimum cumulative cost covering [TS, si] and bi in order to
cover the time window [si, ei]. Since we have sorted all users
based on the right point of their time windows, [Ts, ej] has been
covered by F(j), ∀ j < i, which has been computed previously.
Thus Fi = minej≥siFj + bi is a correct recurrence relationship
to find the optimal solution. �

The above four lemmas together prove the following theorem.
Theorem 1: MST is computationally efficient, individually

rational, truthful and an optimal algorithm of SOUS problem in
single time window case.

IV. INCENTIVE MECHANISM IN

MULTIPLE TIME WINDOW CASE

In this section, we consider the general case where each user
can bid more than one time window. We present an incentive
mechanism in this multiple time window case (MMT).

A. Mechanism Design

First of all, we attempt to find an efficient algorithm for the
original form of SOUS problem presented in formula (3) and
formula (4), called general SOUS conveniently. Unfortunately,
as the following theorem shows, it is NP-hard to find the opti-
mal solution.

Theorem 2: The general SOUS problem is NP-hard.
Proof: We will prove this theorem in the Appendix. �

Since the general SOUS problem is NP-hard, we turn our at-
tention to develop an approximation algorithm in user selection
phase. In addition, the VCG mechanism [31], which requires
the optimal set of winning bids, does not work for our problem.
We design our auction mechanism in this multiple time window
case (MMT), which follows a greedy approach. Illustrated in
Algorithm 2, MMT still consists of user selection phase and
payment determination phase.

Algorithm 2 Incentive Mechanism in Multiple Time Window
Case (MMT)

Input: Time Window W , Set of Bids B
//Phase 1: Selection

1: W ′ ← W, S ← ∅;
2: while W ′ 
= ∅
3: i ← arg minh∈U\S

bh
vh(W ′) ;

4: W ′ ← W ′ − vi(W ′);
5: S ← S ∪ {i};

6: end while
//Phase 2: Payment

7: for all i ∈ U do pi = 0;
8: end for
9: for all i ∈ S do

10: U′ ← U\{i},T ← ∅,W ′ ← W ;
11: while W ′ 
= ∅ do
12: ih ← arg minh∈U′\T bh

v′
h(W ′) ;

13: pi ← max

{
pi,

v′
i(W ′)

v′
ih

(W ′) bih

}
;

14: T ← T ∪ {i};
15: W ′ ← W ′ − v′

ih
(W ′);

16: end while
17: end for
18: return (S, P);

In user selection phase, users are essentially sorted according
to the effective average cost. Given the remaining required cov-
erage time window, denoted by W ′

Si−1
, the effective coverage of

user i is vi(W ′
Si−1

) = W ′
Si−1

∩ (∪∀j∈{1,...,k}[sj
i, ej

i]). The effective

average cost of user i is defined to be bi
vi(W ′

Si−1
)
. In this sorting,

the ith user is the user h such that bh
vh(W ′

Si−1
)

is minimum over

U\Si−1, where Si−1 ={1, 2, . . . , i − 1}, S0 = ∅, and W ′
S0

=W .
Considering vi(W ′

Si−1
) ≥ vi(W ′

Sj
) for any j ≥ i − 1, this sorting

implies that

b1

v1
(
W ′

s0

) ≤ b2

v2
(
W ′

s1

) ≤ . . . ≤ bn

vn

(
W ′

sn−1

) (9)

The set of winners is SL = {1, 2, . . . , L}, where L ≤ n is the
largest index such that results in W ′ = ∅. We use vi(W ′) in-
stead of vi(W ′

si−1
) to simplify the notation in Algorithm 2.

In the payment determination phase, we sort the users in
U\{i} similarly,

bi1

v′
i1

(
W ′

T0

) ≤ bi2

v′
i2

(
W ′

T1

) ≤ . . . ≤ bin

v′
in

(
W ′

Tn−1

) (10)

where v′
ih
(W ′

Th−1
) = W ′

Th−1
∩ (∪∀j∈{1,...,kih }[sj

ih
, f j

ih
]) denotes

the effective coverage of the hth user and Th denotes the
first h users according to this sorting over U\{i}, T0 = 0 and
W ′

T0
= W . The effective coverage of user i is v′

i(W ′
Th−1

) =
W ′

Th−1
∩ (∪∀j∈{1,...,ki}[sj

i, ej
i]). For each position h in the sorting,

we compute the maximum price that user i can be selected
instead of user at hth place. We will prove that this price is a
critical payment for user i later. We also use v′

i(W ′) instead of
v′

i(W ′
Th−1

) to simplify the notation in Algorithm 2.

B. Mechanism Analysis

In the following, we present theoretical analysis, demonstrat-
ing that MMT achieves the desired properties of computational
efficiency, individual rationality, truthfulness and low approxi-
mation ratio.

Lemma 5: MMT is computationally efficient.
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Proof: Finding the user with minimum effective average
cost takes O(n · maxi∈{1,...,n}ki), where computing the value of
vi(W ′) takes O(ki) time. Hence, the while-loop (Lines 2–6)
takes O(n2 · maxi∈{1,...,n}ki). In each iteration of the for-loop
(Lines 9–17), a process similar to Lines 2–6 is executed. Hence
the running time of the whole auction is dominated by this for-
loop, which is bounded by O(n3 · maxi∈{1,...,n}ki). �

Note that the running time of MMT, O(n3 · maxi∈{1,...,n}ki),
is very conservative since the number of winners is much less
than n in practice.

Lemma 6: MMT is individually rational.
Proof: Let ih be user i′s replacement which appears in the

ith place in the sorting over U\{i}. Since user ih would not be at

ith place if i is considered, we have bi
vi(W ′

si−1
)
≤ bih

vih (W ′
si−1

)
. Hence

we have bi ≤ vi(W ′
si−1

)

vih (W ′
si−1

)
bih = v′

i(W ′
Th−1

)

v′
ih

(W ′
Th−1

)
bih ≤pi, where the equal-

ity relies on the observation that vi(W ′
si−1

) = v′
i(W ′

Th−1
) for

every h ≤ i, which is due to the fact that si−1 = Th−1 for h ≤ i.

This is sufficient to get bi ≤ maxh∈U′\T
v′

i(W ′)
v′

ih
(W ′) bih = pi. �

Before analyzing the truthfulness of MMT, we firstly intro-
duce the Myerson’s Theorem [32].

Theorem 2 [34, Theorem 2.1]: An auction mechanism is
truthful if and only if:

• The selection rule is monotone: If user i wins the auction
by bidding bi, it also wins by bidding b′

i ≤ bi;
• Each winner is paid the critical value: User i would not

win the auction if it bids higher than this value.

Lemma 7: MMT is truthful.
Proof: Based on Theorem 2, it suffices to prove that the

selection rule of MMT is monotone and the payment pi for each
i is the critical value. The monotonicity of the selection rule
is obvious as bidding a smaller value cannot push user i back-
wards in the sorting. We next show that pi is the critical value
for i in the sense that bidding higher pi could prevent i from win-

ning the auction. Note that pi = maxh∈{1,...,q}
v′

i(W ′)
v′

ih
(W ′) bih . If user

i bids bi ≥ pi, it will be placed after q since bi ≥ v′
i(W ′)

v′
iq

(W ′)biq im-

plies bi
v′

i(W ′) ≥ biq

v′
iq

(W1)
. Hence, user i would not win the auction

because the first q users have covered the time window W . �
Lemma 8: MMT can approximate the optimal solution within

a factor of In|W| + 1.
Proof: We rank each time unit by sequence when it is

firstly covered in MMT. The time units covered simultaneously
can be ranked arbitrarily. We assume that this rank is s1, s2, . . . ,

s|W|. Considering the beginning of i + 1th iteration in while-
loop (Lines 2–6) of MMT, if the number of time units cov-
ered by previous i users is Xi = | ∪j∈{1,...,i},m∈{1,...,kj} [sm

j , em
j ]|,

the number of uncovered time units will be |W − Xi|. Now
we denote the minimum social cost computed by optimal
algorithm as OPT. Since the optimal algorithm can cover all
time units in W , the uncovered time units can be covered
with cost at most OPT, where the effective average cost is

OPT
|W−Xi| . When MMT covers sr in i + 1th iteration, the number
of uncovered time unit is at least |W| − r + 1, i.e., |W −
Xi| ≥ |W| − r + 1. While covering sr, we denote the effective

average cost as cost(sr). Since MMT selects the user with the
minimum effective average cost to cover sr , we have cost(sr) ≤

OPT
|W−Xi| ≤ OPT

|W|−r+1 . Hence the total cost of MMT for covering

all time units is �
|W|
r=1cost(sr) ≤

(
1 + 1

2 + . . . + 1
|W|

)
OPT =

H|W|OPT ≤ (In|W| + 1)OPT. �
The above four lemmas together prove the following theorem.
Theorem 3: MMT is computationally efficient, individually

rational, truthful and In|W| + 1 approximate in multiple time
window case.

Remark: Our MMT auction mechanism can be applied to
many other problems since the general SOUS is a weighted set
cover problem in essence. The data integrity and four desirable
properties still hold.

V. PERFORMANCE EVALUATION

In this section, we conduct thorough simulations to investi-
gate the performance of the MST and MMT. Firstly, we evaluate
both MST and MMT based on real word experience data traces.
Then we conduct the simulations based on random users in
order to reveal the impacts of the key parameters. The perfor-
mance metrics include the social cost, the number of winners,
the running time, and the payment cost ratio η, where η =
�i∈Spi
Cost(S)

. For our simulations, the cost of each bid is uniformly
distributed in [1,100]. All the simulations were run on a win-
dows machine with Intel Core i5-4210U CUP and 4 GB mem-
ory. Each measurement is averaged over 100 instances.

A. Performance Evaluation Based on Real Traces

1) Scenario Settings: We use the real mobility traces of 370
taxi cabs that report their position every 15 seconds around the
city of Rome during 2014-02-01 to 2014-03-02 [38]. For our
simulations, we use the traces at the time snapshot in 2014-02-
01. We consider the mobile crowdsensing applications are
performed in the specific geographical areas with strong re-
quirement of data integrity such as noise mapping in [14] or
sensing pollution in [13]. We choose five different places in the
city of Rome: Piazza Colonna, Quirinal Palace, University of
Arkansas Rome Center (UARC), Basilica of Our Lady and
Marcello Theater. The geographical areas are set as the circulars
with the centers of the five places respectively, and the radius for
each circular is 1 km. We assume that a smartphone is carried by
the passenger or the driver of each taxi. The platform publicizes
different sensing time windows for different geographical areas,
and the bidders are taxis who are in the specific geographical
areas during the time interval. For each geographical area, we
set the maximum sensing time window, and measure the per-
formance with different end time. The maximum sensing time
window for each geographical area is shown in Table I.

2) Evaluation of MST: Firstly, we investigate the perfor-
mance of MST. We select the maximum length time interval in
the sensing time window of each taxi as the user time window in
this case. Fig. 3 depicts the performance of MST with different
end time. Since the start time is same, the different end time
means different |W|, which is an indication of workload for the
crowdsensing application. As can be seen from the figure, the
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TABLE I
THE MAXIMUM SENSING TIME WINDOWS FOR

DIFFERENT GEOGRAPHICAL AREAS

number of taxis increases when |W| goes up. This is because
more taxis pass through the pre-set geographical areas when
there is more time for sensing. Given the same |W|, the number
of taxis depends on the taxi density in corresponding area. The
number of winning taxis also increases because the platform
has to recruit more participators to accomplish the tasks in
large sensing time window. Accordingly, higher social cost is
incurred since we randomize the cost of each bid. The payment
cost ratio fluctuates with increasing |W|. In most cases, the
payment cost ratio is lower than 3. However, in specific cases,
the payment cost ratio will be very high if specific taxis stay
in these geographical areas for a long time and make momen-
tous hurt to other taxis. For example, the payment cost ratio
reaches to 4.1 in Piazza Colonna area with sensing time window
[19:13:48, 19:30:28]. This is because the taxi with ID 187
can perform all tasks in this sensing time window. Moreover,
the running time of MST increases with increasing |W| since
the running time depends on the number of taxis, which also
increases when |W| goes up. However, the running time of MST
is bounded by 1.34 ms in all cases.

3) Evaluation of MMT: In multiple time window case, we
use all time intervals of each taxi in the sensing time window as
the user time windows. As shown in Table I, we set five long-
term applications in different geographical areas. The length of
sensing time windows is from 10000 s to 34000 s, where there
are at most 26 time windows in one bid. Fig. 4 shows the per-
formance of MMT with different end time. Both the number of
taxis and the number of winning taxis increase when |W| goes
up. For the long-term application, the number of taxis increases
gently after 20 000 s due to the limited total number of taxis.
Another reason may be that the drivers have preferences in geo-
graphical areas especially in large city of Rome which covers an
area of 1285 km2. The social cost also increases when the num-
ber of winning taxis goes up. In most cases, the payment cost
ratio is lower than 2.2. However, there are some specific cases
such as the area of UARC. We can see from the Fig. 4(e) that
the running time increases severely with the increasing number
of taxis. However, the running time of MMT is bounded by
308.51 ms in the sensing time window with the maximum
length of 34 000 s.

B. Revealing the Impacts of the Key Parameters

1) Simulation Setup: There are three common key parame-
ters: the number of users n, the length of sensing time window
|W| and the upper limit ratio of user time window δ. There is
a special parameter for MMT: the upper limit number of time
windows for each bid γ . For our simulations, the time window

length of each bid is uniformly distributed in the interval
[1, δ|W|]. Since the users are rational and know that any user
time window out of W cannot get the payoff, the start time of
bid si is uniformly distributed in whole W and satisfies si ≥ TS

and ei ≤ TE. In MMT, each bid can contain more than one time
window. The number of time windows for each bid in MMT is
uniformly distributed in [1, γ ]. We set n = 1800, |W| = 1000,
δ = 0.1, γ = 9 as the default values, however we will vary them
for exploring the impacts of these parameters respectively. The
impact of |W| has been investigated in Section V-A. Thus we
measure the impacts of other key parameters here.

2) Impact of δ: The time window length of each bid re-
sponded by users can depict the interest and suitability of users
for participating in mobile crowdsensing. We set the time win-
dow length of each bid in [1, δ|W|] with uniform distribution,
and then vary δ from 0.04 to 0.22 to investigate the impact on
MST and MMT. As can be shown in Fig. 5, the number of win-
ners and the social cost also decrease severely both in MST and
MMT with increasing δ. This is because the platform can select
fewer users to perform the tasks when each user can sense more
data within time window W on average. The winners of MMT
are fewer than that of MST since the users with multiple time
windows can contribute more than the users with single time
window. Accordingly, the social cost of MMT is lower than that
of MST. The payment cost ratio is lower than 3.75 in MST and
2.73 in MMT with different values of δ.

3) Impact of n: To investigate the scalability of designed me-
chanisms, we fix the upper limit ratio of user time window
δ = 0.1, and vary the number of users from 1800 to 2700. Fig. 6
shows the impact of user number on the performance of MST
and MMT. The winner number of MST and MMT distribute
between 17.1 to 21.1 and 10.9 to 13.4 respectively. Both of them
do not change much when user number goes up. This is because
that increasing user number cannot help to cover the time win-
dow W since the time window length of each bid is fixed. The
social cost decreases with increasing user number since the
platform can find more cheap users to perform the sensing
tasks. However, the decreasing of social cost of MST and MMT
is slight because in our system model, the user number needs
to be large enough in order to guarantee the coverage of time
window W . The payment cost ratio is lower than 2.0 in MST
and 2.2 in MMT with different user number. Moreover, the
running time of both mechanisms increase, which conforms to
the expected running time properties of MST and MMT proved
in lemma 1 and lemma 5 respectively. However, the designed
mechanisms are computational efficient since the running time
of MST and MMT is bounded by 0.5 s and 1 s respectively when
user number increases severely from 1800 to 2700.

4) Impact of γ in MMT: Since each user can respond with
multiple time windows in one bid in MMT, the number of
time windows for each bid is a key parameter which depends
largely on users’ movement habit in practice. Fig. 7 depicts the
performance of MMT with the upper limit number of time win-
dows for each bid γ being varied from 5 to 23. With more
time windows each user can provide, the number of winners
decreases severely from 15.9 to 7.4, and the social cost de-
creases from 54.2 to 11.3 accordingly. The payment cost ratio
fluctuates between 1.47 and 2.1 with different values of γ . In
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Fig. 3. Performance of MST with various end time of the sensing time window. (a) The number of taxis. (b) The number of winning taxis. (c) The social cost.
(d) The payment cost ratio. (e) The running time.

Fig. 4. Performance of MMT with various end time of the sensing time window. (a) The number of taxis. (b) The number of winning taxis. (c) The social cost.
(d) The payment cost ratio. (e) The running time.
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Fig. 5. Impact of the upper limit ratio of user time window δ. (a) The number of winners. (b) The social cost. (c) The payment cost ratio.

Fig. 6. Impact of the number of users n. (a) The number of winners. (b) The social cost. (c) The payment cost ratio. (d) The running time.

Fig. 7. Impact of the upper limit number of time windows for each bid γ . (a) The number of winners. (b) The social cost. (c) The payment cost ratio. (d) The run-
ning time.

addition, the running time of MMT increases with increasing γ .
This is a reasonable phenomena since the running time of MMT
is related to the maximum of time windows of users. However
the running time of MMT is still lower than 0.7 s when there
are 1800 users with 12 time windows on average.

VI. RELATED WORK

At present, there are some studies on incentive mechanism
design for mobile crowdsensing. Lee et al. proposed a Reverse
Auction based Dynamic Price incentive mechanism with Vir-
tual Participation Credit (RADP-VPC) [37] for collecting user
sensing data with weak data integrity requirement. The service
provider publicized the time period in each round r for the time
sensitive property of the application. However, RADP-VPC is
not truthful. Singer proposed a budget feasible mechanism [33],
which is truthful and computationally efficient based on pro-
portional share allocation rule. However, the designed mecha-

nism was not established on any explicit crowdsensing system
model. To overcome this drawback, they develop pricing mech-
anisms [26] for budget feasible maximizing task problem and
budget feasible minimizing payment problem based on the
method proposed in [33]. Yang et al. consider two system
models of smartphone crowdsourcing [25]: the platform-centric
model where the platform provides a reward shared by par-
ticipating users, and the user-centric model where users have
more control over the payment they will receive. In [35], they
further investigate the user-centric model with three scenarios:
single requester with single bid, single requester with multiple
bids and multiple requesters with multiple bids. Koutsopoulos
designed an optimal reverse auction [34], which considered the
data quality as user participation level. However, the quality in-
dicator, which essentially measures the relevance or usefulness
of information is empirical and relies on user’s information
in the past. It is not reasonable to assume that the historical
information can be obtained in advance. In [27], Feng et al.
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presented a truthful auction, which was formulated as winning
bids determination problem, for collaborative sensing in mobile
crowdsourcing. However the mechanism is only effective to
perform location-aware tasks. In [29], Zhao et al. investigated
the problem that users submit their private profiles to the crowd-
sourcer when they arrive, and the crowdsourcer aims at select-
ing a subset of users before a specified deadline for minimizing
the total payment while a specific number of tasks can be com-
pleted. They designed three online mechanisms, Homo-OMZ,
Hetero-OMZ and Hetero-OMG for different user models.

VII. CONCLUSION

In this paper, we have investigated truthful incentive mecha-
nisms for time window dependent tasks in mobile crowdsensing
with strong requirement of data integrity. We have presented
a universal system model based on reverse auction framework
and formulated the problem as the Social Optimization User
Selection (SOUS) problem. The objective function of SOUS
problem is maximizing the social efficiency while the whole
time window publicized by the platform can be covered. We
have designed two incentive mechanisms, MST and MMT, to
solve the SOUS problem in different cases. In single time win-
dow case, we designed an optimal algorithm based on dynamic
programming to select users. The determination phase of MST
is inspired by the VCG mechanism that is known to be truthful.
While in multiple time window case, we have shown the general
SOUS problem is NP-hard. We designed MMT based on greedy
approach, which approximates the optimal solution within a
factor of In|W| + 1. Through both rigorous theoretical analysis
and extensive simulations, we demonstrated that the proposed
mechanisms achieve high computation efficiency, individual
rationality and truthfulness. In the future work, we will further
explore the incentive mechanisms for time window dependent
tasks in more complex scenarios. For example, the time window
dependent tasks in mobile crowdsensing applications are asso-
ciated with specific locations.

APPENDIX

A. Proof of Theorem 2

We demonstrate that general SOUS belongs to NP firstly.
Given an instance of general SOUS, we can check whether the
winners cover the time windowW and check whether the social
cost is at most k. This process can be end up in polynomial time.

Next, we prove general SOUS is NP-hard by giving a poly-
nomial time reduction from the NP-hard weighted set cover
problem, WSC.

Instance of WSC (denoted by A): For an universe set Z =
{z1, z2, . . . , zn} of n elements, a family of sets G = {g1, g2, . . . ,

gn} and a positive real v, each gi ⊆ G has its weight c′
gi

for
i ∈ {1, . . . , m}. The question is whether exists a set G′ ⊆ G with
�gi∈G′c′

gi
≤ v, such that every element in Z belongs to at least

one member in G′?
We consider a corresponding instance of general SOUS (de-

noted by B): We identify the time units in time window W and
the sequence is denoted by {t1, t2, . . . , tn}, where ti means the
ith time unit. For an universe set W={t1, t2, . . . , tn} of n time

units and a family of time window sets U ={u1,u2, . . . ,un}, each
user i is associated with a time window set ui and a cost c(ui).

This reduction from A to B ends in polynomial time. We can
simply see that q is a solution of A if and only if q is a solu-
tion of B.
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